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#### Abstract

The interception and redirection of rainfall by vegetation has implications for many fields such as remote sensing of soil moisture, satellite observation of rainfall, and the modeling of runoff, climate, and soil erosion. Although the modeling of rainfall partitioning by forests has received attention in the past, partitioning caused by crops has been overlooked. The present work proposes a two front experimental and computational methodology to comprehensively study rainfall interception and partitioning by the maize canopy.

In the experimental stage, we deployed two compact weather stations, two optical disdrometers, and five tipping bucket rain gauges. Two of the tipping bucket rain gauges were modified to measure throughfall while two were adapted to measure stemflow. The first optical disdrometer allowed for inspection of the unmodified drop-size and velocity distributions, whereas the second disdrometer measured the corresponding distributions under the canopy. This indicates that the outcome of the interaction between the hydrometeors and the canopy depends on the drop diameter.

In the computational stage, we created a model that uses drop-size and velocity distributions as well as a three-dimensional digital canopy to simulate the movement of raindrops on the surfaces of leaves. Our model considers interception, redirection, retention, coalescence, breakup, and re-interception of drops to calculate the stemflow, throughfall, and equivalent height of precipitation stored on plants for a given storm. Moreover, the throughfall results are presented as two-dimensional matrices, where each term corresponds to the accumulated volume of drops that dripped at a given location. This allows insight into the spatial distribution of throughfall beneath the foliage. Finally, we examine the way in which the maize canopy modifies the drop-size distribution by recalculating the drop velocity based on the raindrop's size and


detachment height and by storing the counts of drops in diameter-velocity classes that are consistent with the classes used by disdrometers in the experimental study.
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#### Abstract

The interception and redirection of rainfall by vegetation has implications for many fields such as remote sensing of soil moisture, satellite observation of rainfall, and the modeling of runoff, climate, and soil erosion. Although the modeling of rainfall partitioning by forests has received attention in the past, partitioning caused by crops has been overlooked. The present work proposes a two front experimental and computational methodology to comprehensively study rainfall interception and partitioning by the maize canopy.

In the experimental stage, we deployed two compact weather stations, two optical disdrometers, and five tipping bucket rain gauges. Two of the tipping bucket rain gauges were modified to measure throughfall while two were adapted to measure stemflow. The first optical disdrometer allowed for inspection of the unmodified drop-size and velocity distributions, whereas the second disdrometer measured the corresponding distributions under the canopy. This indicates that the outcome of the interaction between the hydrometeors and the canopy depends on the drop diameter.

In the computational stage, we created a model that uses drop-size and velocity distributions as well as a three-dimensional digital canopy to simulate the movement of raindrops on the surfaces of leaves. Our model considers interception, redirection, retention, coalescence, breakup, and re-interception of drops to calculate the stemflow, throughfall, and equivalent height of precipitation stored on plants for a given storm. Moreover, the throughfall results are presented as two-dimensional matrices, where each term corresponds to the accumulated volume of drops that dripped at a given location. This allows insight into the spatial distribution of throughfall beneath the foliage. Finally, we examine the way in which the maize canopy modifies the drop-size distribution by recalculating the drop velocity based on the raindrop's size and


detachment height and by storing the counts of drops in diameter-velocity classes that are consistent with the classes used by disdrometers in the experimental study.
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## CHAPTER I.

## A REVIEW OF RAINFALL INTERCEPTION BY A MAIZE CANOPY

## Introduction

Thoroughly understanding rainfall interception by vegetation is crucial to many fields including runoff and local climate modeling, soil erosion management (Bui and Box, 1992), crop disease management (Magarey et al., 2006), irrigation management (Steiner et al., 1983), ground water quality control (Parkin and Codling, 1990), and remote sensing of soil moisture (Hornbuckle et al., 2007). From the moment rain drops hit the plant canopy until they reach the soil surface, their interactions with vegetation have important implications.

With respect to the remote sensing of soil moisture, there are at least two implications. The most straightforward of these is the influence of stored water on the microwave radiation emitted (or scattered) from areas covered by vegetation. Water trapped on plants interacts with microwave radiation, introducing errors into estimates of soil moisture for the area under the canopy. Consequently, it is important to fully understand the partition of rainfall into interception, throughfall, and stemflow, as well as its variation over time, during and after rain events.

The second implication pertains to the redistribution of rainfall beneath a maize canopy and the small-scale variability of soil moisture. The literature shows that there is a considerable concentration of water in the area immediately adjacent to the roots, mostly due to rainwater brought to the soil as stemflow. This concentration generates areas where soil moisture is much higher than in the surroundings, which calls into question what estimated soil moisture truly represents. While data on soil moisture in the area adjacent to the roots may not be directly relevant to subjects such as flash flood prediction, it is crucial to crop management, and the redistribution of rainfall under the canopy is significant to both flash flood prediction and crop management.

Prediction of the amount of water stored on crop canopies could be of importance to space borne observations of rainfall by passive microwave sensors, such as the Global Precipitation Measurement (GPM) mission. The instrumentation used in the GPM mission consists of one dual-band radar and a 13-channel microwave radiometer with frequencies ranging from 10 to 183 GHz attached to a 1.2 m conical-scanning antenna. As this system scans the earth's surface, it measures the brightness temperatures while using an emissivity model to estimate a vector of variables that characterize the state of the atmosphere such as water vapor, cloud water content, and drop size distribution among others (Kummerow, 2009).

To examine how rainfall interception and subsequent partitioning by crop canopies could interfere with the observation of rainfall by satellites, let us pose three questions: How will the rain water stored on plants be incorporated into the emissivity model? Is the water stored on or in the plants visible during the retrieval of the microwave signature of the atmosphere? Can one tell the difference between wet and dry plants? Estimating the influence of rain water stored on and in plants on microwave signals is not an easy task, e.g. the works of Wigneron et al. (2007), Hornbuckle et al. (2007) and Hornbuckle et al. (2006). We believe that water storage prediction tools are important pieces in the multidisciplinary puzzle of microwave remote sensing of rainfall and soil moisture.

## Evolution of the measurement techniques

Haynes (1940) measured stemflow using a funnel attached to the maize stem and sealed with wax to divert the flow to a recipient where it was stored and measured. Throughfall was collected using galvanized metal pans with a depth of approximately 100 mm and rectangular cross sections of 1066.8 mm by 1066.8 mm placed between rows. He started his measurements of throughfall and stemflow when the plants were approximately 1.82 m high and continued until the crop was harvested. At the maximum
stage of development, the maize plants were 2.40 m high and had 55 to $65 \%$ foliage cover (percentage of ground area covered by leaves when observed from the top). This technique successfully provided the accumulated throughfall and stemflow, but provided no information on the spatial distribution of the throughfall or on the evolution of the processes of stemflow and throughfall with time.

Quinn and Laflen (1983) grew maize plants in 20 liter receptacles filled with soil and placed them under a rainfall simulator at three different row distances, namely 305, 500 , and 700 mm . They performed the rainfall simulations at different ages, 5, 12, and 15 weeks after emergence. They installed a gutter beneath the plants to collect the throughfall and inserted a specially treated filter paper between the lower remaining leaf and the gutter to measure drop diameters. In their work, stemflow was estimated by taking the difference between the volume incident on the vegetation and the volume of water collected by the gutter, implying that interception of rainfall by a maize plant was negligible.

In 1980 and 1981, Steiner et al. (1983) measured the partition of irrigation water and rainfall by a maize canopy. They measured the stemflow, throughfall, and incident amount of water and used these three parameters to calculate the interception by the vegetation according to equation (I-1) where $I_{p}$ denotes the interception of water by the plants, $D_{n}$ denotes the depth of water applied to the plant, $T$ denotes the measured throughfall, $S$ denotes the measured stemflow and $E_{c}$ denotes the evaporation of water within the canopy region.

$$
\begin{equation*}
I_{p}=D_{n}-T-S-E_{C} \tag{I-1}
\end{equation*}
$$

In their first campaign, they used 20 rain gauges that were elevated above the canopy height and distributed around the experimental plot to measure the incident amount of water applied to the plants. In their second campaign the following year, they used 12 gauges in each of the three evaluated locations. 40 rain gauges arranged at the
soil surface beneath the canopy captured the throughfall, and stemflow was measured in 20 plants, 10 of which were taken from one row and 10 from an adjacent row.

The stemflow was measured after the irrigation or precipitation event. It was diverted from the plant stem using a collection funnel installed around the stem and sealed to the plant using silicone. The water captured by the funnel was taken to a recipient for storage. The stemflow was then calculated by dividing the accumulated volume by the area occupied by the plant. Unfortunately, there is no further explanation on how this area was determined.

Their evaluation was done only when the leaf area index exceeded 3.0. At that time, almost half of the incident water had reached the ground in the form of stemflow. They also found that the proportion between stemflow and throughfall was not sensitive to the method of water application. Approximately the same proportion of stemflow and throughfall was reported for both natural rainfall and irrigation.

Armstrong and Mitchell (1987) demonstrated that crop canopies such as corn and soybeans modify not only the volume of raindrops reaching the ground, but also their sizes and spatial distribution. By placing dye paper underneath the two canopies and simulating rainfall for short periods of time, the authors were able to measure the stain diameters and their positions. They found that, for both examined canopies, the throughfall median volume diameter was larger than that of the generated rainfall. They also found that the soybean and the corn canopies concentrated rainfall in well-defined dripping points, with dripping being less intense beneath corn. In a later work, Armstrong and Mitchell (1988) described the processes that take place on leaves that are responsible for changing drop characteristics.

Also van Elewijck (1989b) measured stemflow in single plants at the laboratory using a rainfall simulator and in the field subjected to natural rainfall. In both experiments, stemflow was collected by a 10 cm diameter funnel attached to the maize stem. Water captured by the funnel was diverted into a tube leading to a measuring
cylinder that was read every minute for ten minutes in the laboratory experiment and after several days in the field experiment.

Based on van Elewijck's stemflow measurements, one can expect a flow of three millimeters per hour under rainfall with an intensity of $0.2 \mathrm{ml} / \mathrm{h}$ and a flow of $990 \mathrm{ml} / \mathrm{h}$ under rainfall with an intensity of $17 \mathrm{~mm} / \mathrm{h}$. The author also states that the amount of stemflow varies with the season, and is especially different at the end of the season when many of the leaves are broken and partially lose their ability to direct the flow towards the stem. The influence of leaf angle was investigated in a separate work by van Elewijck (1989a), who found that low slope angles (between $5^{\circ}$ and $20^{\circ}$ ) are more efficient to generate stemflow for corn. This contradicts the equation developed by de Ploey (1982) for grasses, which predicts that the optimum stemflow generation angle is between $40^{\circ}$ and $50^{\circ}$.

From July through September of 1987, Parkin and Codling (1990) measured the stemflow and total incident rainfall, starting when the maize was 70 cm high. They constructed a stemflow collector using a 150 milliliter plastic beaker attached around the maize stem and sealed with paraffin wax. A hole was drilled in the bottom of the beaker, through which flow was diverted into a recipient for collection and latter measurement, occurring one to six hours after the end of the rainfall event. They installed three rainfall collectors perpendicular to the rows and three between plants, but no further detail is given on the rainfall collector design. The measurements were restricted to totals after each rainfall event for a total of eight events.

Bui and Box (1992) also studied stemflow and throughfall to better understand erosion beneath maize and sorghum canopies. They used a rainfall simulator to generate rainfall with a constant intensity of $63.5 \mathrm{~mm} \mathrm{~h}^{-1}$. The authors conducted their experiment on a plot where the spacing between rows was approximately 0.5 m and the spacing between plants was approximately 0.25 m . Their experiment was conducted with mature maize plants cut to the height of 1.73 m .

The authors estimated throughfall by taking the difference between the rainfall rate and the stemflow and disregarding the volume of water stored on the plants. They compared their stemflow measurements to the predictions of the equations derived by van Elewijck (1989b) and de Ploey (1982) and found that van Elewijck's equation consistently overestimated the stemflow while de Ploey's equation fits the data better.

In a more recent work, Lamm and Manges (2000) measured the stemflow in 16 plants by attaching a funnel to the maize stem that collected and directed the stemflow to a reservoir jug. The jug accumulated the stemflow during the irrigation or natural rainfall event and was measured within two hours after each event, except in cases of natural rainfall events occurring at night. The authors also measured the throughfall by locating pans between the rows. The volume collected was measured and divided by the land area to express the results as heights.

Bussière et al. (2002) used a more advanced system to measure the throughfall by installing several 6.5 by 4.8 cm rectangular plastic boxes under one maize plant. The authors indexed the plastic boxes and recorded their relative position to the plant, thereby forming a grid of throughfall collectors. The stemflow was measured using a funnel placed just above the soil level to collect the water and redirect it to a recipient.

Their stemflow and throughfall measurement setup was installed on a single plant at a laboratory. They measured the partition of rainfall between throughfall and stemflow after 15 minutes of simulated rainfall, at which point they applied a total rainfall of eight millimeters. By weighing the collectors, the authors obtained the quantity of water accumulated by each throughfall box and by the stemflow collector.

From monitoring the throughfall and the rainfall above the canopy and estimating the stemflow through a water budget, for seven storms, Hupet and Vanclooster (2005) found ratios between stemflow and incident rainfall ranging from $13 \%$ to $66 \%$. Part of this variability may result from the fact that the measurements were done in different growth stages and under different rainfall intensities.

Others such as Dolan et al. (2001), addressed the partitioning of rainfall by vegetation using a very similar methodology. Although the methods used by different authors are similar, the variability of the results of stemflow and throughfall measurements is considerable. Such a large variability of results suggests that we still don't fully understand all the phenomena affecting the partitioning of rainfall by vegetation.

Levia and Frost (2003) reviewed the literature and compiled measurement techniques and models to predict the stemflow in plants; however, they were more focused on stemflow measurement and prediction in forests.

Even though the interception of rainfall by vegetation, and especially by a maize canopy, was investigated in a number of works, there is no consensus regarding such fundamental aspects as what area should be used to normalize the volume of stemflow and throughfall, which variables should be controlled or at least observed during the experiments, and how to group variables during data analysis.

## Modeling of the partitioning of rainfall by vegetation

Norman and Campbell (1983) described the Cupid model which aims to estimate canopy and soil conditions given the soil and plant characteristics, namely the leaf area index, plant height, height of the lowest leaves, height of the densest region of the canopy, row and plant spacing, the mean leaf size of the canopy, the leaf angle distribution, foliage spectral properties, stomatal conductance versus light, temperature, leaf water potential, plant hydraulic resistance, and root length density distribution.

The Cupid model uses the leaf area index to estimate the direct throughfall under a maize canopy by means of equation (I-2), where T stands for the proportion of direct throughfall accumulation and LAI for the leaf area index. The authors state that one can expect that $25 \%$ to $65 \%$ of the intercepted rainfall by maize plants will reach the ground in the form of stemflow. The authors point out that plant morphology, leaf inclination,
and plant history can influence the partition between dripping and stemflow but do not explain how they are taken into account by the Cupid model or whether or not they are used to correct the calculations.
$T=e^{-0.5 L A I}$
The equation developed by de Ploey (1982) predicts the stemflow of grasses and similar vegetation. His model estimates the volume of stemflow concentrated at the base of the plant using parameters derived from the plant geometry. His equation is shown in (I-3), where $I C R$ is the stemflow amount in cubic centimeters concentrated at the base, $I_{r}$ the rainfall intensity, $t$ the rainfall duration, $S_{b}$ the area of the funnel, $L_{i}$ the length from the stem to the bend, $w_{i}$ the mean width, and $\bar{\alpha}_{i}$ the slope of the $i$-th leaf, $n$ the number of leaves, and $R$ a factor to adjust the rainfall intensity. According to his data, the $R$ values generally vary from one to two depending on the intensity of the rainfall.

$$
\begin{equation*}
I C R=S_{b} \cdot I_{r} \cdot t+R \cdot \sum_{i=1}^{\mathrm{n}}\left(L_{i} \cdot \cos \left(\bar{\alpha}_{i}\right) \cdot \sin ^{2}\left(\bar{\alpha}_{i}\right) \cdot \bar{w}_{i} \cdot I_{r} \cdot t\right) \tag{I-3}
\end{equation*}
$$

Although the model described by Calder (1986) was derived for trees, the proposed stochastic approach can be extended to a maize canopy. The author begins by dividing the canopy in elemental areas and assumes that the wetting of these areas is a random process governed by Poisson statistics. One can estimate the actual amount of water stored in a canopy by using equation (I-4).
$C=n \cdot v \cdot L$
In equation (I-4), $C$ stands for the actual amount of water stored in a canopy per ground unit area, $n$ for the number of drops that attached to the leaf's elemental area, $v$ for the median volume of raindrops and $L$ for the number of elemental area surfaces per unit ground area. The parameter $n$ is calculated using Poisson statistics that depends on the storage capacity of the canopy, while $v$ can be estimated through disdrometer measurements or through drop-size distribution and terminal fall velocity models.

This one layer stochastic model has some noteworthy limitations, however. The author assumes that the storage capacity of the canopy depends only on rainfall regime and type of vegetation; however, in a latter work (Calder, 1996), the author acknowledges that the storage capacity should also be controlled by the kinetic energy of the drops.

Calder (1996) improved upon the basic stochastic model by representing the canopy with two layers and by incorporating the dependence of the maximum volume of intercepted water on the kinetic energy and volume of the drops. By using a two-layer model, the author intended to capture the influence of the origin of the drop, whether primary rainfall or dripping from higher levels, into the water interception capacity. This addition allows the use of a modified drop-size distribution for drops falling from the upper layer into a lower one.

The addition of a second layer of leaves in the model creates a need for extra parameters, namely, a projected area index of the canopy, a projected area index of the two layers, the number of elemental areas on the first and second layers, the volume of raindrops that hit the first and the second layers of the canopy per unit ground area, the depth of water shed from the top layer, the maximum canopy storage for non-zero kinetic energy drops, the maximum canopy storage for the upper layer, and the maximum canopy storage for the lower layer.

The differences between the storage capacity obtained by the two-layer stochastic and the single-layer models decrease with the density of the canopy and, according to the example shown in Calder (1996), the results from the two-layer model converge to that obtained by the single-layer model when the canopy is dense enough.

Calder et al. (1996) tested the two-layer stochastic model on five species of trees using a rainfall simulator. The samples taken from the trees were attached to a scale under a rainfall simulator. The change in weight registered by the scale was used to estimate the interception, and a funnel located below the vegetation sample collected the throughfall.

The paper's most significant result is that the interception capacity $C_{\text {max }}$ is not constant with respect to the application rate, rainfall rate, or drop-size distribution. The authors attribute the variation of the capacity to the variation in the kinetic energy of the drops that results from different drop-size distributions.

In a more recent work, Bussière et al. (2002) described the DROP model, which calculates the throughfall height and spatial distribution given a three-dimensional digital model of a plant. The authors identified four simplifying assumptions that can affect accuracy of the drop model when dealing with the maize canopy: storage is neglected, dripping points are fixed, i.e. the digital plant is rigid, interception of rainfall by other plant organs is negligible, and raindrops fall vertically. Moreover flow on the stem is not explicitly considered, being replaced by dripping around it.

Although there aren't many attempts to model the partitioning of rainfall by a maize canopy, there are numerous models developed for forests, with some of the ideas developed by Rutter and Kershaw (1971), Rutter et al. (1975), and Rutter and Morton (1977). Also, the model by Gash (1979), which can accommodate other canopies, was recently used to derive the interception of rainfall by forests on a global scale by Miralles et al. (2010).

Other interesting modeling studies include Schellekens et al. (1999), van Dijk and Bruijnzeel (2001a) and validated by van Dijk and Bruijnzeel (2001b), Lewis (2003), Hall (2003), Keim et al. (2004), Keim and Skaugset (2004), and more recently Keim et al. (2006), Wang et al. (2005) and Wang et al. (2007), Bassette and Bussière (2005), Murakami (2006), and Limousin et al. (2008). A literature review discussing the interception of rainfall by vegetation was recently published by Muzylo et al. (2009) and includes other examples.

## Summary

In this chapter, we summarized experimental and computational studies of the interception and redirection of rainfall by canopies. Although the partitioning of rainfall by forest canopies has been extensively studied, crop canopies remained relatively untouched. We identified three existing models developed to study the interaction of rainfall with crop canopies. The first one called Cupid model by Norman and Campbell (1983) incorporates evapotranspiration in addition to the estimation of the partitioning of rainfall by plants, but lacks a rigorous three-dimensional description of the canopy. The second model, by Calder et al. (1996) predicts the throughfall drop size distribution, but also lacks explicit considerations regarding the canopy's three-dimensional geometry. The third model, called DROP, developed by Bussière et al. (2002) explicitly takes into account the geometry of a plant to generate two-dimensional maps of the throughfall; however, it doesn't estimate rainfall storage or stemflow and its use was just demonstrated for isolated plants.

To improve upon these models, we adopted a two front approach to examine the interception, partitioning and storage of rainfall by a maize canopy. The present study begins with a description of experimental measurements and ends with the development of a physics-based model that explicitly simulates the movement of rain drops through the canopy to calculate the stemflow, throughfall, rainfall storage, throughfall drop-size, velocity, and two-dimensional spatial distributions.

## CHAPTER II.

## OBJECTIVES AND METHODOLOGY

## Introduction

This chapter summarizes the overarching objectives of our project and delineates the intermediate steps that we took to achieve them. We outline the methodology for each objective and indicate which chapters provide in depth discussion of the issues.

## Objective

The overall objective of the present work is to study the interception, partitioning, and modification of rainfall by a maize canopy. In this work, the term interception of rainfall is defined as the fraction of the incoming rainfall that hits the canopy and is partitioned into indirect throughfall, stemflow, and plant storage, whereas direct throughfall constitutes the drops that find a direct path to the soil surface. Our ultimate goal is to predict accumulations of each of these rainfall fractions as well as to determine the characteristics of the rainfall under the canopy such as drop-size distribution and kinetic energy flux based on the three dimensional structure of the canopy and the incoming drop-size distribution.

## Goals and methodology

The literature review presented in CHAPTER I indicates that the interpretation of the experimental results is not straightforward. Consequently, we propose a combination of experimental and simulation work to enhance our understanding of the natural phenomena surrounding the partitioning and modification of rainfall by the canopy.

We begin our study with the description of the collected experimental data in CHAPTER III. We discuss the data collected year by year, beginning in the summer of 2007, when only stemflow was collected, followed by another attempt in 2008, when a prototype of a throughfall collector was added to the instrumental setup. We continued
the data collection in 2009, when we deployed fully functional throughfall and stemflow collectors, a regular tipping bucket to measure the rainfall outside of the canopy, two disdrometers (one outside and a second beneath the canopy) and compact weather stations to measure wind velocity. CHAPTER IV elaborates on the analysis of the modification of the throughfall drop-size and velocity distributions and provides possible physical mechanisms that lead to the observed data.

Because data analysis alone does not fulfill our objective of understanding and predicting the partitioning of rainfall by a maize canopy, we developed a physics-based model to understand the movement of rain drops through the canopy. The wide range of scales involved in this study, from the interaction of single water droplets with the maize leaves' trichomes, to the multitude of leaves that forms a canopy, renders solving this problem through a conventional computational fluid mechanics approach unfeasible given our current computational resources. As a result, we chose a semi-empirical approach that begins with obtaining a detailed three-dimensional digital representation of the canopy.

In CHAPTER V, we describe the creation of a three-dimensional digital model of a maize canopy. We present an overview of available digitizing techniques, followed by the presentation of the photogrammetry-based methodology that we applied to assemble a three-dimensional digital model of isolated plants. The last section of the chapter addresses the creation of a realistic canopy based on replicas of a plant model carefully positioned to mimic the field plant density and other observable canopy parameters.

CHAPTER VI describes the development of an explicit rainfall interception model that simulates the movement of raindrops through the digital canopy. The simulation encompasses the evaluation of drop interception, assessment of drop breakup, the decision process of whether or not intercepted drops move, and finally determination of their trajectories. The objective of this chapter is to forecast the throughfall, stemflow
and plant water storage totals for a given storm and also to predict the throughfall dropsize, velocity, and two-dimensional spatial distributions.

## Summary

This work intends to enhance the current state of understanding of the partitioning and modification of rainfall by a maize canopy. We address this objective by first measuring and observing the effects of the interaction of rainfall with the canopy, followed by the creation of a three-dimensional model of the canopy and the development of a rainfall interception model. The model allows the prediction of storm totals of stemflow, throughfall, and plant water storage. Subsequently, we aspire to simulate the movement of water drops through the canopy, including modeling drop breakup and coalescence, in order to offer insight into the modification of drop-size and velocity distributions caused by the interaction of rainfall and vegetation. We conclude with a comparison of simulations with measurements taken in fields in Iowa City and Shueyville, Iowa.

# CHAPTER III. <br> MEASURING THE PARTITIONING OF RAINFALL BY A MAIZE CANOPY 

## Introduction

This chapter describes our experimental attempts in which we collected data during four summers in order to measure the partitioning of rainfall into stemflow and throughfall. In 2007, we tested a stemflow gauge, and in 2008, we added a throughfall collector to our experimental setup. The equipment used in 2009 featured two improved throughfall gauges, two stemflow gauges, two optical disdrometers, and one reference tipping bucket.

Measuring the stemflow and the throughfall

The 2007 experiment
In the first year of the experiment, we modified a tipping bucket rain gauge to collect and measure the volume of the stemflow collected from one plant. The tipping bucket's funnel was replaced by a stemflow collector attached to plastic tubing that collected and redirected the stemflow to the tipping bucket. We shielded the buckets from other sources of rain by fastening a prismatic plastic container that faced downward and that had an opening to allow the passage of the tubing system, as shown on the right hand side of Figure III-1. The stemflow collector (left hand side of Figure III-1 was made from the flexible yet resistant material from a baby bottle nipple and adjusted to small changes in the stem diameter.

As we replaced the original funnel of the tipping bucket rain gauge, the tips registered by the stemflow gauges no longer corresponded to 0.254 mm of rainfall, which was the measurement of the original gauges. An area is needed in order to translate from the raw number of tips into a "height" of stemflow.


Figure III-1. The left hand side shows a view of the stemflow collector attached to the maize stem. The right hand side shows the modified tipping bucket with indirect rainfall protection. Tubing is attached to a stemflow collector that redirects the water flowing down the stem to the tipping bucket gauge.

At this point there are two options available to calculate the plant area, one derived from the top view of the plant (Figure III-2), and a second from plant spacing. The former is useful for comparing plants at different stages of development, whereas the latter is useful for comparing stemflow with throughfall and total rainfall. We present the areas derived fromFigure III-2 in Table III-1 and offer the area of a regular tipping bucket and the plant area (reciprocal of the plant density) for comparison.

We recorded a total of 11 storms during this first year of experiments. Ten of these took place in a short period of time from 07 August 2007 to 23 August 2007. During these two weeks, the plant was already displaying all leaves and had not yet begun to dry, which allowed us to assume that the plant area calculated from the top view of the canopy (left hand side of Figure III-2) is valid for all 10 events. The month of September was dry, with its single storm occurring on 25 September 2007.


Figure III-2. Top views of the canopy used to calculate the plant catchment area on 15 August 2007 and 27 September 2007. Due to the areal contributions coming from distinct heights, we calculated the area of the 27 September 2007 plant in two stages to minimize errors introduced by lens distortion.

Table III-1. Plant area calculated from the top view of the canopy.

| Catchment area ( $\mathrm{cm}^{2}$ ) |  |
| :---: | :---: |
| Rain gauge | 735.4 |
| August $2007$ | 1186 |
| Plant $\begin{aligned} & \text { September } \\ & 2007 \end{aligned}$ | 134.5 |
| From plant density | 1140 |

Note: Calculated areas at two distinct ages, August 2007, when the plants displayed all their leaves yet before they began to dry and September 2007, when they were already dry. The original tipping bucket rain gauge area is also shown as a reference.

The left hand side of Figure III-3 shows the number of tips per recorded event during the experiment. The blue dots denote data collected in August, while the green triangle represents the storm registered in September. We observe a quite linear pattern between stemflow and reference rainfall tips for the month of August, but this trend does not continue with the storm recorded in September. However, when we use the plant areas presented in Table III-1 to transform the number of tips into height of stemflow, the linearity greatly improves, as shown on the right hand side of Figure III-3. This supports
our contention that our method allows for the comparison of stemflow of maize plants at different stages of development during the growing season.


Figure III-3. Number of tips per event of stemflow versus reference rainfall and their corresponding accumulations after normalization using the areas presented in Table III-1 for the 11 recorded events during the summer of 2007.

The 2008 experiment
In 2008, we incorporated two prototype throughfall collectors into our experimental setup that consisted of a rectangular funnel measuring approximately 90 cm in length and 15 cm in width. Each collector directed the throughfall to a tipping bucket which, together with a regular tipping bucket and two stemflow collectors, were connected to a datalogger. The width of the throughfall collector and the diameter of the tube that directed the collected water to the tipping bucket proved to be shortcomings of the original design, which we addressed the following year. Since the collectors were too narrow in comparison to the row spacing ( 90 cm ), and also because the tubing that
directed the water from the collector to the tipping bucket frequently clogged, the quality of the throughfall measurements is questionable.

Figure III-4 shows the 1-hour stemflow and throughfall accumulations plotted against the corresponding reference rainfall measurements. The throughfall collectors were clogged during one of the events, which caused the zero throughfall accumulation during rainfall. Applying linear regression to the stemflow and reference rainfall dataset gives us the relationship described by equation III-1, which is graphically represented as the solid black line in the left panel of Figure III-4.


Figure III-4. 1-hour accumulations of stemflow (left panel) and throughfall (right panel) versus rainfall rate outside of the canopy. Data comprises 5 events taking place between 19 July 2008 and 21 August 2008.

During the five presented storms, $\mathrm{r}^{2}$ (square of the correlation) between stemflow and reference rainfall was 0.87 . Even though the presented linear regression does not describe the data well because it is highly influenced by one point, we show it without changes. If the point $(9.3,22.1)$ is removed from the series, the fit of the regression line
is improved. It then displays a negative intercept, which is coherent with water being trapped on the plant. However, it creates an unrealistic prediction of stemflow for storms with accumulations higher than 10 mm .

$$
\begin{equation*}
\text { Stem }_{\text {acc }}=0.73 \cdot R_{\text {acc }}+0.25 \tag{III-1}
\end{equation*}
$$

The 2009 data collection campaign
We rebuilt the throughfall collectors, increasing the tubing diameter and, more importantly, the collector width. The new collectors featured a rectangular catchment area of 50 by 120 cm , which covers half the distance between the rows used in the examined field. In addition to installing a tipping bucket rain gauge outside of the canopy and two stemflow and two throughfall sensors beneath the canopy, we also deployed two optical disdrometers (Thies LPM) and two compact weather stations (Vaisala WXT510).

The two compact weather stations were installed outside of the canopy to record the wind speed and azimuth, as well as to provide us with extra measurements of rainfall rate. Figure III-5 shows the two WXT510, the reference disdrometer and rain gauge. The first disdrometer was deployed outside of the canopy to provide us with a reference drop-size distribution, while the second disdrometer was deployed beneath the plants to measure the throughfall drop-size distribution and their associated moments, as shown in the right hand side of Figure III-6.

Figure III-7 shows the comparison of the stemflow and the throughfall 1-hour accumulations with the reference rainfall measured outside of the canopy for nine storms occurring between 24 July 2010 and 26 August 2010. The stemflow measurements represent the average accumulation recorded by the two stemflow sensors, to which we applied a linear regression to find the relation shown in equation III- 2 with a $\mathrm{r}^{2}$ of 0.87 . As with the stemflow, the throughfall accumulations shown in Figure III-7 are the averages of the two tipping bucket based throughfall sensors. Applying linear regression
to the throughfall and corresponding rainfall led to equation III-3 with $\mathrm{r}^{2}$ of 0.95 .
Interestingly, the correlation between the two stemflow sensors, installed on adjacent plants ( $\mathrm{r}^{2}$ of 0.63 ), was lower than the correlation between the average stemflow sensor and the reference rainfall, which could be due to competition between the two adjacent plants for rain water.


Figure III-5. Instrumentation installed outside of the canopy, including one tipping bucket rain gauge, one optical disdrometer, and two compact weather stations.


Figure III-6. Instrumentation installed under the canopy to capture the direct and indirect throughfall. The left hand side shows a tipping bucket based throughfall sensor. The right hand side shows a disdrometer installed beneath the canopy.


Figure III-7. 1-hour accumulations of stemflow (left panel) and throughfall (right panel) versus rainfall rate outside of the canopy.

Stem $_{\text {acc }}=0.36 \cdot R_{\text {acc }}-0.11$
$T_{a c c}=0.30 \cdot R_{a c c}-0.02$

Modification of the kinetic energy flux by the canopy
The two disdrometers, one outside the canopy and the second beneath it, allow us to look into the modification of drop-size distribution and other DSD moments caused by the plants. We analyzed the modification of drop sizes and the diameter-velocity relationship in a maize canopy in Frasson and Krajewski (2011), and we present an extended study in CHAPTER III. Knowing the modification of the drop-size distribution and having measurements of drop velocities allow us to look into the kinetic energy flux beneath the canopy (shown in Figure III-8), a useful parameter in erosion studies.

Even though the presence of the canopy decreases the overall kinetic energy flux of the throughfall, the foliage produces well defined dripping points where drops repeatedly impact. Despite the lower kinetic energy of these drops, the repetition might
mobilize soil particles, which can then be carried by runoff. A discussion of the formation of well-defined dripping points follows in CHAPTER VI.


Figure III-8. The left panel shows the contribution of each drop diameter class to the kinetic energy flux above and below the canopy. The right panel shows how the total kinetic energy flux values above and below the canopy are related.

## Conclusion

Even though measuring the volume of stemflow and throughfall is not particularly challenging, the interpretation of the data presented here is not straightforward.

Ambiguities in the translation from a volume to a "height" of stemflow are evident in the literature, e.g. Lamm and Manges (2000) who normalized the stemflow by multiplying the plant spacing by the row spacing, Alves et al. (2001), who used the plant area, and Bussière et al. (2002), who used the stemflow collector area. Our conclusion is that the selection of the stemflow normalizing area depends on the application of this measurement. While using the plant area extracted from the top view of the canopy allows the comparison of the stemflow collected during different stages of development of the canopy, the use of this area does not yield measurements that are readily comparable to the rainfall above the canopy and the throughfall beneath them.

## CHAPTER IV.

# CHARACTERIZATION OF THE DROP-SIZE DISTRIBUTION AND VELOCITY-DIAMETER RELATIONSHIP OF THE THROUGHFALL UNDER A MAIZE CANOPY 

## Introduction

The interception and partitioning of rainfall by crop canopies is the focus of works such as Haynes (1940), where the author measured stemflow and throughfall totals and noticed a reduction in the volume and energy of rainfall reaching the ground under different crop canopies. Due to these works' potential implications for agricultural praxis (Steiner et al., 1983), the hydrological cycle, leaching of chemicals (Parkin and Codling, 1990), and others, further studies centered on the generation of stemflow followed, and equations to predict the stemflow based on plant geometry and rainfall intensity or accumulation became available. Notable examples include de Ploey (1982), van Elewijck (1989a), and van Elewijck (1989b), and other works summarized in the literature review published by Levia and Frost (2003), which also includes studies developed under forest canopies.

Works incorporating throughfall measurements under crop canopies are also available, e.g., Paltineanu and Starr (2000), who measured stemflow, throughfall and soil moisture under a maize canopy, Bussière et al. (2002), who described a stemflow and throughfall model based on the three dimensional architecture of a maize canopy and contrasted it to experimental data, and Bassette and Bussière (2005), who extended the model to banana plants. Throughfall generation in forests was also extensively studied, as described in the literature review published by Levia and Frost (2006). More recently Muzylo et al. (2009) published a comprehensive review of currently available rainfall interception models.

However, the interception of rainfall by crop canopies changes not only the amount of water reaching the soil but also the velocity and size distribution of the drops that reach the ground. Consequently, understanding the mechanics of soil water recharge, or soil erosion, under canopies requires knowledge of the partitioning of rainfall into stemflow, throughfall, and plant water storage and necessitates our ability to measure the sizes and velocities of hydrometeors under the plants.

Motivated by a desire to understand soil erosion processes under agricultural canopies, Quinn and Laflen (1983) employed the filter paper technique to examine the drop-size distribution (hereafter DSD) under a maize canopy subjected to simulated rainfall. Subsequently utilizing a photographic method to measure drop velocities, the authors were able to calculate the kinetic energy flux under the canopy and assess the throughfall erosivity. Nevertheless, the authors stated that they could have overlooked the importance of dripping when they assessed the erosion potential under a maize canopy.

Still, soil erosion under crop canopies was not fully understood, as noted by Morgan (1985), since he could not explain why the soil detachability increased with canopy cover or determine under what circumstances it occurred. More recently, Bui and Box (1992) investigated the partitioning of simulated rainfall into stemflow and throughfall and their impact on erosion under the maize and sorghum canopies. The authors suggested that the importance of the stemflow was negligible compared to that of throughfall and dripping on soil erosion, which justified further studies of the modification of rainfall characteristics by the canopies.

Armstrong and Mitchell (1987) investigated the DSD under crop canopies, more specifically mature soybeans under simulated rainfall, and Brandt (1989) used the filter paper technique to observe throughfall DSD under trees. These pioneering works allowed the development of empirical predictive models of the DSD under canopies such as Brandt (1990).

Since then, observation methods evolved and researchers moved to automated drop detection and measuring techniques to examine the modification of rainfall characteristics by tree canopies, e.g. the works by Hall and Calder (1993), Nanko et al. (2004), Nanko et al. (2006), and Nanko et al. (2008). Subsequently, more modern models of the modification of the DSD by canopies became available, such as the two layer stochastic model byCalder (1996) and Calder et al. (1996). Alternatively, Bassette and Bussière (2008) presented the results of laboratory experiments investigating the influence of leaf inclination, drop size, fall velocity, and water properties on the generation of splashing and water storage in banana trees. Such studies were not extended to popular crops such as maize despite their considerable land cover.

Our work analyzes the modification of rainfall characteristics by a maize canopy, based on storms recorded by two optical laser disdrometers, and offers possible explanations for the modifications of the drop-size distribution and the drop diametervelocity relationship caused by the canopy. We begin with a description of the experimental site and instrumentation and then offer an interpretation of the observed data. We conclude with the implications of the observed phenomena for soil erosion and remote sensing of vegetation and soil moisture.

## Materials and methods

## Experimental setup

The experimental site was located in Shueyville, Iowa ( $41^{\circ} 51^{\prime} 40.15^{\prime} \mathrm{N}$, $91^{\circ} 38^{\prime} 42.45^{\prime \prime} \mathrm{W}$ ) in a field containing maize plants (Pioneer $36 \mathrm{~V} 75 \mathrm{Hx}, \mathrm{RR}_{2}$ ) that were planted on 24 April 2009. The plant density was 7.5 plants per square meter, which translates to an average row distance of approximately 940 mm and an in-row distance of 140 mm . The 12 studied storms, summarized in Table IV-1, transpired between 14 July 2009 and 28 August 2009, when the plants were fully developed and before they began to dry out. The experimental setup included two optical disdrometers (laser precipitation
monitor, hereafter LPM), one rain gauge, two modified tipping-bucket rain gauges, and two compact weather stations, which we employed to measure the two-dimensional wind velocity. We detail the instrumentation layout in Figure IV-1.

Table IV-1. Summary of the 12 studied events.

| Date | Duration <br> (hours) | $\qquad$ | Throughfall accumulation (mm) | Wind |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | $\begin{aligned} & \text { speed } \\ & (\mathrm{m} / \mathrm{s}) \end{aligned}$ | direction (degrees) |
| 21 July | 17 | 50.6 | 5.4 | 1.1 | 31 |
| 24 July | 2 | 57.6 | 12.8 | 1.8 | 325 |
| 03 August | 2 | 1.8 | 0.2 | 1.8 | 225 |
| 07 August | 6 | 49.8 | 6.4 | 0.6 | 102 |
| 08 August | 3 | 1.3 | 0.3 | 0.8 | 65 |
| 09 August | 7 | 40.4 | 6.6 | 1.2 | 274 |
| 13 August | 2 | 22.4 | 11.0 | 1.0 | 128 |
| 16 August | 8 | 33.3 | 11.4 | 2.0 | 186 |
| 17 August | 3 | 10.6 | 2.3 | 1.3 | 196 |
| 19 August | 5 | 21.3 | 7.6 | 1.2 | 168 |
| 20 August | 4 | 11.4 | 2.5 | 1.0 | 214 |
| 26 August | 27 | 162.9 | 34.2 | 1.4 | 59 |

Note:Storm duration reflects the number of consecutive hours registering at least $0.1 \mathrm{~mm} \mathrm{~h}^{-1}$ of rainfall. Wind speed shows the average speed for the whole event. Wind direction is measured in degrees in the clockwise direction from the north.

Measuring the throughfall
We installed a pair of LPM optical disdrometers, one outside of the canopy to observe unmodified rainfall and a second instrument under the plants, to sample the throughfall. Optical disdrometers can observe the fundamental aspects of rainfall, measuring drop diameters and falling velocities. With this information, one can calculate many characteristics of rainfall, including several moments of the drop-size distribution
such as kinetic energy flux, rainfall rate, optical extinction, or radar reflectivity, as explained by Steiner and Smith (2000) and others.

The LPM disdrometer consists of a laser source, two sets of lenses, a receiver, and a digital signal processing unit (DSP). The laser emitter shoots an infrared beam into a first set of lenses that shapes it into a laser sheet 0.75 mm tall and 20 mm wide. This light sheet extends for 228 mm before reaching the second set of lenses, which converge the beam into the receiver's photodiode and defines the instrument's sensing volume. A drop obscures a fraction of the beam when it enters the LPM's sensing volume, which leads to a decrease in the voltage generated by the receiver's photodiode. The DSP monitors the photodiode's voltage and uses the minimum registered voltage observed during the passage of the drop to calculate the drop diameter. For more details, refer to Thies Clima (2007) and for an assessment of the LPM's performance, refer to Frasson et al. (2011), Lanza and Vuerich (2009) and Lanzinger et al. (2006).


Figure IV-1. Instrumentation layout showing the location of the pair of disdrometers (Reference LPM and Throughfall LPM) along with other instruments installed in Shueyville, Iowa from 08 July 2009 to 01 October 2009.

## Computing the drop-size distribution

The drop-size distribution gives the frequency distribution of drop sizes per unit volume of air, usually measured in $\mathrm{mm}^{-1} \mathrm{~m}^{-3}$. The disdrometer data collected for this work uses equation IV-1 to calculate the drop-size distribution for time resolutions greater than one minute. In equation IV-1, $N\left(D_{i}\right)$ stands for the drop-size distribution corresponding to the diameter class $i, n_{i j}$ represents the number of drops on the diameter class $i$ and velocity class $j, A$ stands for the catchment area of the disdrometer, $t$ for accumulation time, $v_{j}$ for the central velocity of the velocity class $j$, and $\Delta D_{i}$ for the width of the diameter class $i$.

$$
\begin{equation*}
N\left(D_{i}\right)=\sum_{j=1}^{20} \frac{n_{i j}}{A \cdot t \cdot v_{j} \cdot \Delta D_{i}} \tag{IV-1}
\end{equation*}
$$

Evaluating the canopy coverage factor
The canopy coverage, i.e. the fraction of the ground surface covered by plants when the canopy is projected into a horizontal plane, is one of the driving factors of the partitioning of rainfall into direct and indirect throughfall. We evaluated the canopy coverage using digital pictures taken from the top of the canopy, e.g. Figure IV-2, approximately a meter above the tassel. We manually traced polygons covering the visible areas of soil and calculated the ratio of the canopy to the total picture area. We evaluated the canopy coverage in two places, one directly above the throughfall disdrometer where the canopy covered $91 \%$ of the ground area and a second location above the throughfall collectors, where the canopy covered $88 \%$ of the soil surface.

## Results and discussion

Modification of the drop-size distribution by the canopy
During the entire experiment, 5.8 million drops were detected by the LPM installed outside of the canopy, while the disdrometer installed under the canopy registered 2.7 million drops, predictably showing that the foliage coverage reduces the
overall number of drops detected at ground level. However, the decrease in the number of drops is not uniform with respect to the diameter. The solid blue line featured in Figure IV-3 reveals how the ratio between the counts of drops under and outside of the canopy changes with respect to the central diameter of each size class. The observed ratio curve indicates an overall decrease in the number of drops for all but one of the diameter classes.


Figure IV-2. Top view of the canopy used to evaluate the canopy coverage. This picture was taken approximately 1 m away from the highest point of the tallest plant directly above the throughfall LPM. The gap fraction associated with this picture was $8.8 \%$.

The increased count of drops on the throughfall occurred for the diameter class with sizes ranging from 4 mm to 4.5 mm . We analyzed the forces acting on the water droplets on the edges of a leaf for two idealized cases in order to understand what could cause a peak in the count of drops of a single diameter class. We assumed only two forces acting on the drop, the weight forcing the detachment of the drop and the surface tension counteracting it. In the first situation, we approximated the shape of the growing drop to a perfect sphere and the length of the contact between the drop and the leaf to equal the drop diameter. For the second case, we imagined a semi-sphere growing on the
bottom of the leaf with a contact length equivalent to the perimeter of the circle formed in the intersection of the semi-spherical drop and the leaf surface.


Figure IV-3. Modification of the total number of drops per diameter class by a maize canopy. The solid blue line shows the ratio of the number of drops recorded in the throughfall and the corresponding number observed outside of the canopy for each of the diameter classes. The red line shows the fraction of drops detected outside the canopy that were traveling with velocities under the attachment threshold. The dashed line shows the gap fraction (0.088).

Figure IV-4 shows three examples of drops still attached to maize leaves. The left and middle panels support the assumptions of the first case, where a spherical drop forms on the edge of a leaf and has an attachment length correspondent to approximately the drop diameter. The assumptions about the geometry of the drop and how it attaches to the plant led to equations IV-2 and IV-3, where $W$ stands for the weight of the drop, $\rho_{w}$ the density of water, g represents the acceleration of gravity, $D$ the drop diameter, $S$ the adhesion force resulting from the surface tension, and $\sigma$ stands for the surface tension of water against air. Finally, equations IV-2 and IV-3 allow the calculation of the drop diameter with equation IV-4.

$$
\begin{align*}
& W=\frac{\rho_{w^{\prime} \cdot g \cdot \pi \cdot D^{3}}}{6}  \tag{IV-2}\\
& S=\sigma \cdot D  \tag{IV-3}\\
& D=\sqrt{\frac{6 \cdot \sigma}{\rho_{w^{\prime} \cdot g \cdot \pi}}} \tag{IV-4}
\end{align*}
$$



Figure IV-4. Examples of drops attached on leaves. The left and the middle panels show droplets detaching from the edges of leaves with approximately spherical shapes and attachment lengths similar to the drop diameter. The panel on the right shows an approximately semi-spherical drop attached to the bottom of a leaf. Figures reproduced from Frasson (2007).

The right side panel of Figure IV-4 illustrates the second case, where a semisphere adheres to the bottom of a leaf with a contact length equivalent to the circumference of the surface formed by the intersection of the drop and the leaf. These assumptions lead to a volume equivalent diameter described by equation IV-5.
$D=\sqrt[3]{\frac{1}{2}} \cdot \sqrt{\frac{12 \cdot \sigma}{\rho_{w} \cdot g}}$
Numerically, for water at $25^{\circ} \mathrm{C}, \rho_{w}=997 \mathrm{~kg} / \mathrm{m}^{3}, \sigma=72 \mathrm{mN} / \mathrm{m}$, and $g=9.81 \mathrm{~m} / \mathrm{s}^{2}$, equation IV-4 leads to a diameter of 3.75 mm and equation IV-5 to 7.46 mm .

When we compare the range of drop sizes with higher throughfall counts to the estimated drop detachment threshold from equation IV-4, we see that the increased count
of drops on the throughfall occur one diameter class above the estimated minimum detachment diameter of 3.75 mm . However, the counts of throughfall drops with sizes between 3.5 mm and 4 mm experienced a dramatic increase with respect to the smaller diameter classes, indicating that despite the simplicity of our calculation and the strength of the associated assumptions, there is consistency with the experimental data.

Passing the peak of 4.25 mm , the ratio rapidly decreases as diameter increases, which could reflect a lack of opportunity for extra drop growth. However, the ratio of drops under and above the canopy for the next three subsequent diameter classes remains higher than the corresponding ratio for drops with diameters larger than 1 mm and smaller than 3 mm . To better understand the mechanisms of drop growth, let us look at the sequence of events following the moment a drop hits the foliage.

Intercepted raindrops can remain stationary, run towards the stem of the plant, or run towards the edge of a leaf. One mechanism of drop growth occurs when drops, while traveling on a leaf, make contact with other drops and sometimes merge. After multiple drops coalesce, the result is a single, larger drop. The incorporation of a stagnant drop into a moving one or the merging of two moving drops, can occur in drops of any size.

When combined drops reach the edge of the leaf, they fall if they are heavy enough to detach and either travel to the ground level and become detected by the disdrometer or get intercepted by a lower leaf where they can again turn into stemflow or throughfall or else remain stagnant on the leaf. Drops that reach the leaf edge but are not heavy enough will not detach unless they grow or the canopy is disturbed, e.g. they are shaken loose by a gust of wind and are therefore less frequently seen on our data.

The relationship between gusts of wind and the number and size distribution of drops in the throughfall is still an open question. We measured the wind speed and azimuth with the aid of a compact weather station and intend to use our measurements to further explore this problem. This analysis, however, is outside of the scope of the present work and will be discussed at another time.

The number of drops with diameters larger than 1 mm and smaller than 3 mm in the throughfall represented $10 \%$ of the number of drops of corresponding diameter recorded outside the canopy. Canopy coverage offers a possible explanation for this ratio.

Simplistically, if we assume that raindrops fall vertically and are uniformly distributed in space, the fraction of raindrops intercepted by the canopy would coincide with the canopy coverage. If such a scenario were true, the direct throughfall would correspond to the gap fraction given by equation IV-6, where $G$ stands for the gap fraction and $C$ for the canopy coverage. Using Figure IV-2, we calculated the canopy coverage immediately above the throughfall disdrometer and used equation IV-6 to evaluate the gap fraction, which was approximately $9 \%$.
$G=1-C$
With respect to our data, the percentage of drops with diameters from 1 mm to 3 mm that reached the ground was slightly greater than $10 \%$. Interestingly, even though drops with diameters larger than 7 mm are rare in rainfall, we found a similar ratio, $9 \%$, of their counts in the throughfall with respect to their count in the rainfall. The proximity to the measured gap fraction, indicated in Figure IV-3 by the horizontal dashed black line, indicates that most of the drops with diameters inside these two ranges should come from direct throughfall. This supports the drop weight threshold presented earlier in which small drops do not detach unless the canopy is disturbed and large drops have less opportunity to grow and are therefore less frequent in indirect throughfall.

Another interesting feature of Figure IV-3 is the relatively high ratio (55\% on average) of drops with diameters ranging from 0.125 mm to 0.5 mm in the throughfall with respect to their numbers in the rainfall outside of the canopy. A possible explanation for this high ratio is that drops of such diameters, even when traveling with terminal fall velocity, do not have enough energy to adhere to the maize leaf.

Depending on their kinetic energy at the instant of impact, droplets may bounce, adhere to, or run on a leaf's surface. Nosonovsky and Bhushan (2008) studied the impact of water droplets on hydrophobic surfaces, focusing specifically on energy barriers that could define whether or not a drop would adhere to the surface after impact. They stated that if the impact time is short, a thin film of compressed air could form between the surface and the drop, preventing the wetting of the surface. However, if the kinetic energy is high enough to overcome the free surface energy, the drop might adhere to the leaf. Equation IV-7 explains the relationship between the free surface energy $\left(E_{\text {surf }}\right)$, the drop diameter $(D)$, and the surface tension $(\sigma)$, in our case between air and water. The kinetic energy of the drops is given by equation IV-8, where $E_{k i n}$ stands for the kinetic energy, $D$ for the drop diameter, $\rho_{w}$ for the density of water, and $v$ for the drop velocity.
$E_{\text {surf }}=\pi \cdot D^{2} \cdot \sigma$
$E_{k i n}=\frac{\rho_{w} \cdot \pi \cdot D^{3} \cdot v^{2}}{12}$
The combination of equations IV-7 and IV-8 leads to the velocity limit, as seen in equation IV-9:
$V=\sqrt{\frac{12 \cdot \sigma}{\rho_{w} \cdot D}}$
Comparing velocity limits calculated with equation IV-9 to the Gunn and Kinzer terminal fall velocity curve (Gunn and Kinzer, 1949), we observe that drops with diameters smaller than 0.378 mm that are falling at their expected terminal fall velocity should not attach to the plant and should instead roll on its surface. Such drops fall on the first three diameter classes, i.e. $0.125 \mathrm{~mm}<\mathrm{D} \leq 0.25 \mathrm{~mm}, 0.25 \mathrm{~mm}<\mathrm{D} \leq 0.375 \mathrm{~mm}$, and $0.375 \mathrm{~mm}<\mathrm{D} \leq 0.5 \mathrm{~mm}$, leading to an increase in the drop count ratio. This is consistent with the data presented in Figure IV-3.

However, not all rain drops travel at terminal fall velocity, as determined by Montero-Martinez et al. (2009). To account for the velocity distribution of raindrops, we
compared the measured drop velocities to the calculated drop attachment threshold and computed, for each diameter class, the fraction of drops with velocities lower than this threshold. The red solid line in Figure IV-3 shows the computed fraction of different diameters of drops that are not expected to attach to the leaves.

Comparing the ratio of drops that are not expected to attach to the canopy to the drop count ratio of throughfall to rainfall drops; we see that the magnitude and shape of the two curves are quite similar for diameters less than 2.5 mm . This indicates that the lack of kinetic energy necessary to promote attachment of drops to the foliage could be one of the sources of small drops, i.e. droplets that are not heavy enough to separate from the leaves and should otherwise not be present in the throughfall proportions higher than the gap fraction.

The uneven canopy blocking efficiency causes an increase in throughfall median volume diameter $\left(\mathrm{D}_{50}\right)$. While the $\mathrm{D}_{50}$ computed outside of the canopy for the duration of the experiment was between 2.5 mm and 2.75 mm , with the diameter of 2.75 mm corresponding to the $57^{\text {th }}$ percentile, the median volume diameter observed under the canopy was approximately 3.75 mm . Our median volume diameter was higher than that found by Armstrong and Mitchell (1987), who reported a throughfall $D_{50}$ of 3.1 mm under a maize canopy. However, their plants were exposed to simulated rainfall with $\mathrm{D}_{50}$ of 2 mm , which is smaller than the median volume diameter of natural rainfall that we recorded for the duration of this experiment. The increase of the throughfall $\mathrm{D}_{50}$ is not exclusive to a maize canopy. It has also been reported for other vegetation types from soy bean cultures to trees (Armstrong and Mitchell, 1987; Brandt, 1989; Hall and Calder, 1993; Nanko et al., 2006).

Thus far, we have discussed modification of the counts of drops. However, a more frequently used measurement of drop diameter distribution pertains to the concentration of drops per diameter and volume of air, which leads to the unit of $\mathrm{mm}^{-1} \mathrm{~m}^{-3}$. From this quantity, one can calculate all other rainfall moments, such as
rainfall rate, kinetic energy flux, and the radar reflectivity factor. Figure IV-5 compares the drop-size distribution under and outside the canopy. Similarly to what we observed when comparing counts of drops on the throughfall and rainfall, we observed ranges of diameters in which the canopy more successfully decreased the concentration of drops and ranges where the concentration increased on the throughfall.

The disagreement between the Marshall and Palmer distributions and the rainfall and throughfall DSDs is not surprising as the drop-size distributions presented here are averages of 12 storms, some characterized by low rates and longer duration and others by higher rates and shorter duration. We present them for reference.


Figure IV-5. Comparison of the drop-size distribution (DSD) outside of and under the canopy. The DSDs shown here are averages of 12 recorded storms. We included only hours when the detected rainfall exceeded an accumulation of 0.01 mm , leading to an average rainfall rate of $2.2 \mathrm{~mm} \mathrm{~h}^{-1}$ outside of the canopy and an average throughfall rate of $0.75 \mathrm{~mm} \mathrm{~h}^{-1}$. The dotted and dashed lines show the Marshall and Palmer distributions (Marshall and Palmer, 1948) for rainfall rates of $0.75 \mathrm{~mm} \mathrm{~h}^{-1}$ and $2.2 \mathrm{~mm} \mathrm{~h}^{-1}$, respectively.

Figure IV-5 shows that drops with diameters smaller than 0.25 mm and those with diameters between 3.5 mm and 4.5 mm are present in higher concentration on the throughfall than on the rainfall, whereas Figure IV-3 shows increased counts only for drops with diameters between 4 mm and 4.5 mm . Initially, this appears to indicate error, but the cause for this apparent discrepancy lies in the normalization of the drop counts per volume of atmospheric air. The volumetric concentration of drops is calculated by associating each drop with a volume of air that equals the sampling area of the instrument multiplied by height, which is defined by the velocity of the drop multiplied by the integration interval. Drops falling from maize leaves might not have enough time to develop terminal fall velocity. Slower drops are associated with smaller volumes, which reflect in the DSD as higher concentrations. To ground this assumption, we examine the modification of the drop velocity-diameter relationship by the canopy in the next section.

## Modification of the drop velocity-diameter relationship by

 the canopyIn the previous section, we hypothesize that indirect throughfall causes the increase in the number of drops under the canopy with diameters between 4 mm and 4.5 mm . To support this hypothesis, we consider the velocity-diameter relationship of the throughfall and its relationship to measurements of unblocked rainfall. Figure IV-6 presents two plots of raw disdrometer data, which consist of counts of drops in each one of the 440 classes ( 22 diameter and 20 velocity classes). To aid the visualization, we plot the logarithm of the number of drops on a color scale, where hotter colors represent higher numbers and white stands for no drops detected in that class. The solid line shows the Gunn and Kinzer (1949) terminal fall velocity curve based on experimental measurements of drops falling in still air.

Comparing the two panels in Figure IV-6, we notice that the throughfall shows not only fewer drops but also a distinct family of drops with diameters between 3 mm and

5 mm and relatively low velocity. To aid the visualization of this family of drops, we include Figure IV-7 to represent only the drop classes with increased counts under the canopy.


Figure IV-6. Relationship between diameter and velocity of raindrops observed outside and under the canopy. Identical color schemes for both panels represent the logarithm of the count of drops inside each diameter (horizontal bins that range from 0.125 mm to 8 mm ) and velocity (vertical bins that range from $0 \mathrm{~m} \mathrm{~s}^{-1}$ to $10 \mathrm{~m} \mathrm{~s}^{-1}$ ) classes. The solid curves show the Gunn and Kinzer terminal fall velocity curve.

In Figure IV-7, we assign white for classes with fewer drops in the throughfall. The remaining classes feature increased drop counts in the throughfall. For these classes, we color-coded the logarithm of the difference in counts for each class of the throughfall and rainfall and set the color scale to match the scale of the other two panels. The six lower solid curves represent the velocity curves computed for each drop diameter using the methodology described by Wang and Pruppacher (1977) after a fall of $0.3 \mathrm{~m}, 0.5 \mathrm{~m}$, $1 \mathrm{~m}, 1.3 \mathrm{~m}, 2 \mathrm{~m}$, and 3 m , respectively. The seventh curve shows the Gunn and Kinzer terminal fall velocity curves in still air.

From a total of 440 classes, 24 displayed higher counts under the canopy. Considering this subset of 24 classes, we can identify two families of drops. The first is made up of small drops (diameters between 0.125 mm and 0.250 mm ) falling at near terminal velocity, and the second is composed of larger drops (diameters ranging from 3 mm to 6 mm ) falling with speeds considerably lower than the terminal velocity. Even though the small, fast moving drops are falling at near terminal fall velocity, they could still originate from the canopy. Due to their relatively low terminal velocity, even a fall height of 0.30 m is sufficient for them to reach terminal velocity, which prevents us from locating their origin.


Figure IV-7. Classes of drops experiencing higher counts on the throughfall. White bins stand for either no detected drops or for classes with higher counts outside of the canopy. The color coded classes show the logarithm of the difference between throughfall and rainfall counts. Solid curves represent the velocity distribution of drops after a fall of $0.3 \mathrm{~m}, 0.5 \mathrm{~m}, 1 \mathrm{~m}, 1.3 \mathrm{~m}, 2 \mathrm{~m}$ and 3 m (Wang and Pruppacher, 1977) and the terminal fall velocity after Gunn and Kinzer (1949).

From a total of 440 classes, 24 displayed higher counts under the canopy. Considering this subset of 24 classes, we can identify two families of drops. The first is made up of small drops (diameters between 0.125 mm and 0.250 mm ) falling at near terminal velocity, and the second is composed of larger drops (diameters ranging from 3 mm to 6 mm ) falling with speeds considerably lower than the terminal velocity. Even though the small, fast moving drops are falling at near terminal fall velocity, they could still originate from the canopy. Due to their relatively low terminal velocity, even a fall height of 0.30 m is sufficient for them to reach terminal velocity, which prevents us from locating their origin.

Due to the larger diameters found in the second group of drops, the distance to reach terminal velocity is of a higher order of magnitude than the expected height of a maize canopy. For example, a 3 mm rain drop could require a fall of more than 13 m to reach $99 \%$ of its terminal velocity (Wang and Pruppacher, 1977). Consequently, their velocity at the throughfall disdrometer level (approximately 0.25 m above the ground) offers insight into the height from which drops could have originated. For instance, all classes of drops displaying higher counts on the throughfall with diameters between 3 mm and 5.5 mm have velocities that are compatible with fall heights ranging from 0.3 m to 1.3 m (with respect to the disdrometer level, or 0.55 m to 1.55 m with respect to the ground level), which are within the maize leaf heights listed in Table IV-2. This finding supports the claim that the peak shown in Figure IV-3 was caused by drops dripping from the leaves.

The higher counts of drops with diameters ranging from 3.5 mm to 4 mm traveling with lower than terminal fall velocity also supports the claim that the higher throughfall DSD of drops with a central class diameter of 3.75 mm resulted from their lower velocity. Despite the overall lower count of this class of drops (throughfall counts accounted for only $67 \%$ of corresponding numbers registered outside of the canopy), they were present in higher concentration under the canopy. The classes with lower velocities
have smaller associated volumes, leading to a higher drop concentration than is seen in higher velocity classes even at identical counts. The skew in the drop velocity distribution of the throughfall at this diameter class was enough to overcome its lower number of drops, leading to the observed increase in the drop-size distribution.

Table IV-2. Heights of leaves with respect to ground level.

| Leaf | Minimum height <br> $(\mathrm{m})$ | Maximum height <br> $(\mathrm{m})$ |
| :--- | :---: | :---: |
| 1 | 0.27 | 0.46 |
| 2 | 0.31 | 0.52 |
| 3 | 0.41 | 0.75 |
| 4 | 0.53 | 0.79 |
| 5 | 0.65 | 1.03 |
| 6 | 0.78 | 1.16 |
| 7 | 0.94 | 1.57 |
| 8 | 1.11 | 1.60 |
| 9 | 1.27 | 1.75 |
| 10 | 1.45 | 1.95 |
| 11 | 1.61 | 2.23 |
| 12 | 1.79 | 2.15 |
| 13 | 1.99 | 2.39 |

Note: The minimum and maximum heights measured from a three dimensional digital model of a plant were located in the neighborhood of the disdrometer. The disdrometer's measurement volume was located at a height of approximately 0.25 m . We removed the first layer of leaves from the plants next to the LPM in order to avoid beam blockage and instrument malfunction. The three dimensional digital model of the plant was created according to the methodology described by Frasson and Krajewski (2010).

## Conclusion

A pair of disdrometers, one installed under and a second installed outside of a maize canopy, allowed us to look at the distribution of sizes and velocities of raindrops that constituted the throughfall as well as at their modification caused by the plant's
foliage. We identified four distinct regions by plotting the ratio of the counts of drops for the 22 different diameter classes registered under the canopy with respect to the corresponding counts observed outside of the canopy.

The first region entails drops with diameters ranging from 0.125 mm to 0.5 mm in which the number of throughfall drops accounted for $55 \%$ of the numbers registered outside of the canopy. While splashing could have generated some of these droplets, the number and size of droplets present on the throughfall was consistent with the fraction of droplets recorded outside of the canopy that were traveling with kinetic energy lower than the attachment threshold described by (Nosonovsky and Bhushan, 2008). We showed that drops with such diameters, even when traveling at their terminal fall velocity, do not have enough energy to adhere to the leaf and should roll from its surface.

The second region contains drops with a diameter ranging from 0.5 mm to 3 mm , where drops have enough energy to adhere to the leaves and, according to our simplified calculations, are not heavy enough to detach after they reach the edge of a leaf. Their ratio in the throughfall was slightly higher than the canopy gap fraction, indicating that drops with such diameters are most likely part of the direct throughfall.

A third region comprises drops with diameters between 3 mm to 5.5 mm . In this region, the number of drops recorded under the canopy, divided by the corresponding counts outside of the plant coverage, was larger than the canopy gap fraction, with one of the diameter classes ( 4 mm to 4.5 mm ) showing a higher count in the throughfall. This observation is consistent with the simplified calculation of the drop detachment threshold based on the comparison of the drop weight and the surface tension formed on the interface of the water-air-leaf. Past this point, we identified a fourth and final region, where the ratio again slowly converges to the gap fraction. The comparison of drop velocity measurements to drop velocity estimations shows that the drops featuring increased counts on the throughfall originated from heights compatible with a maize canopy.

Knowledge of the throughfall drop-size distribution is one of the initial steps in the mechanistic modeling of soil erosion and the recharge of soil moisture under crop canopies. While the overall number of drops is lower under the foliage, about $46 \%$ of the observed number of drops registered outside the canopy during the present study, they are generally larger ( $\mathrm{D}_{50}$ of 3.75 mm on the throughfall in contrast to less than 2.75 mm outside of the canopy) and slower (refer to Figure IV-7), affecting the way in which throughfall drops interact with soil particles. Knowledge of the concentration of drops and their size distribution on the throughfall is also important in the future development of microwave-based sensors to measure the evolution of plant water storage and soil moisture during storms. This would allow the separation of the throughfall signature from signals coming from water stored on the vegetation and in the soil.

## CHAPTER V.

## THREE-DIMENSIONAL MODELING OF A MAIZE CANOPY

## Introduction

This chapter outlines the procedures used to create a realistic three-dimensional digital model of a maize canopy that can be used in the simulation of rainfall interception. The procedure entails preparing and photographing plants, creating a digital model of individual leaves, integrating the leaves to form a plant, and finally replicating the model to comprise the full canopy.

We used the commercial short range photogrammetry software PhotoModeler 6 (EOS Systems Inc., 2008a) to create three-dimensional digital models of individual plants, based on pictures and measurements of plants in different stages of development that were taken in the years of 2008, 2009, and 2010.

In 2008, we photographed the same plant at 2 different ages: when the plant had 6 leaves and was 53 cm tall (18 June 2008) and when the fully developed plant had with 10 leaves and was 248 cm tall (16 July 2008). The two models were presented by Frasson and Krajewski (2009) and the proposed procedure published by Frasson and Krajewski (2010). On 20 July 2009, we photographed a fully developed plant (Pioneer 36V75Hx, RR2 cultivar, planted on 24 April 2009) that was 239 cm tall and had 13 leaves. In 2010, we built two more models, the first of a plant that had 7 leaves and was 45 cm tall (29 May 2010) and the second of a plant had 11 leaves, was 200 cm tall, and had ears that were beginning to develop (13 July 2010).

## Background

We open this discussion with a review of previous measurement techniques used to describe the geometry of grasses, beginning with the methodology presented by Bonhomme and Varletgrancher (1978). The first stage in their methodology involves determination of leaf width variation, which is accomplished by measuring the width of
various leaves from different plants and grouping them by age and order. In the second stage, plants are cut and photographed against a flat grid, and information on leaf inclination and length is extracted from the photographed silhouettes of the plants. The silhouette method was still used with some modifications in such recent works as España et al. (1998), España et al. (1999a), and España et al. (1999b).

Another measurement technique that captures the three-dimensional structure of plants is called stereo-photography and it consists of simultaneously taking a pair of pictures of the canopy, executing image rectification, and marking and matching points on the modeled objects. As the distance between cameras is known, the positions of the points can be calculated from the rectified images. The rectification process depends on parameters that are unique to the photography setup and that are determined through calibration.

Ivanov et al. (1994) describe an application of stereo-photography in the reconstruction of a maize canopy. They used two synchronized film cameras, fixed on a 7.80 m tall post and positioned horizontally 0.75 m away, to obtain pairs of pictures of maize plants (each 2.50 meters tall with 11 leaves, planted with a 0.8 m separation between rows, and spaced 0.15 m along rows). The pictures were then developed and enlarged to a 18 cm by 18 cm format (a second format of 40 cm by 40 cm was also tested but with no gain in accuracy) and fixed to a digitizing table where the operator marked four to five points per leaf per photograph. The next step involves stereo matching, where the corresponding points on different pictures are linked, allowing the calculation of their coordinates. This method has the disadvantage of only being able to describe the top layers of the plants, as the lower levels are obscured by them.

Ivanov et al. (1995) extended their previous method, enabling them to describe the whole plant canopy by photographing it in stages. In each stage, a set of stereophotographs captures images of the upper leaves, which are subsequently removed. As the upper leaves are cut from the plant, the layer immediately beneath is revealed and the
process is repeated. However this approach has the disadvantage of being destructive and prohibiting the observation of the plant's development.

More recently, Biskup et al. (2007) developed their own stereo imaging system and showed its applicability by digitizing the upper layer soybean canopy leaves covering an area of 1.20 by 0.80 meter. The idea is similar to that of Ivanov et al. (1994), where two photographs from the canopy are simultaneously taken and corresponding points on each picture are matched, allowing the estimation of their coordinates. The great improvement introduced by this technique is the automatic marking and matching of points, which greatly hastens the process of digitally constructing the plant. However, as with the earlier methodology, only the leaves that are visible to both cameras can be digitized.

Sinoquet et al. (1991) introduced the use of a sonic digitizer and compared it to the silhouette method to estimate the three-dimensional geometry of the maize plant with the intent of studying light interception. The sonic digitizer consists of an emitter that is placed on the point to be digitized and a set of four coplanar microphones fixed at known positions. The distance from the emitter to each of the microphones is calculated as a function of the travel time of the emitted sound and the speed of sound for a given air temperature.

To demonstrate their results, the authors simulated a crop by placing 51 maize plants that were planted in plastic pots in three rows 80 centimeters apart and with an inrow distance of 25 centimeters. They made two observations of their crops: first when the plants had an average of 10.1 visible leaves and again when they had an average of 14.7 leaves using the sonic digitizer and the silhouette method. They found that both methods led to similar estimates for leaf inclination and vertical leaf area density function, but they diverged in the horizontal area distribution. The authors attributed the disagreement to the silhouette's planarity assumption, which overestimates the foliage overlap and thus limits the use of the method.

Bussière et al. (2002) used the same methodology proposed by Sinoquet et al. (1991) to create a three-dimensional model of a maize plant in order to study the partitioning of rainfall by the canopy. They proceeded with the digitizing indoors, as the ultrasonic digitizer is sensitive to wind and is therefore not suitable for outdoor use. They used between 6 and 60 points to describe each leaf, which resulted in a model of an 11leaf plant containing about 1000 triangles.

Guo et al. (2006) published a work on the optimization and field validation of a model called GREENLAB, which was previously described by Yan et al. (2004). The original GREENLAB model is not plant specific and can use field measurements to optimize the simulation of the geometry of a species. In Guo et al. (2006), a commercially available electromagnetic digitizer was used to digitize the edges and midribs of the leaves and other organs. The digitizer consists of a hand held transmitter, a receiver, and a central unit. Both the transmitter and the receiver have a set of three coils. The coils in the transmitter are fed with alternating current, which creates varying magnetic fields that induce voltages in the coils mounted on the receiver. By measuring the induced voltages, the instrument is able to locate the position and orientation of the transmitter. Other studies that utilized the electromagnetic digitizer were conducted by Sinoquet and Rivet (1997) and Sinoquet et al. (1998).

Chambelland et al. (2008) also used the electromagnetic digitizer in their work, but they found the device too imprecise to delineate leaves. To overcome the instrument's imprecision, Chambelland et al. (2008) employed an electromagnetic digitizer only to capture the leaf position and orientation and while using a laser scan digitizer to derive the leaf geometry. In a third step, the length and curvature of the midrib, the maximum leaf width and area, and other geometric parameters were extracted from the images obtained by the laser scan digitizer. In the fourth and final step, the information obtained by both digitizers was combined. They exemplified their procedure by creating a three-dimensional digital model of a beech tree.

Another promising technique for creating three-dimensional models of plants is light detection and ranging (lidar). Omasa et al. (2007) discussed the use of lidar created models for evaluating the response of the plants to environmental changes. Their system could resolve distances with a range accuracy of 0.5 mm , and its use was demonstrated by the digitizing of a tomato plant (Lycopersicon esculentum Mill.) and an aubergine (Solanum melongena L.), both of which are not as tall or complex as a maize canopy. The shortcomings of this technique are similar to the ones presented by stereophotography. Lidar is also limited by occlusion and requires either the removal of outer leaves after they are scanned or that the scan be taken from multiple locations.

Lidars have also been used to create three-dimensional models of trees. For example, Hosoi and Omasa (2006) used a fine resolution portable scanning lidar, and Omasa et al. (2008) used a combination of airborne and ground-based lidar. More examples can be found in the forestry literature (Hosoi and Omasa, 2007); however, not many are found in the agricultural community, possibly due to the difficulty of employing the system inside a dense crop.

Dornbusch et al. (2007) created an automated method to transform threedimensional sets of points (point clouds) into plant organs. They created a set of Matlab® scripts able to read point clouds and create architectural plant models composed of triangulated surfaces, with the capability of assigning topological information to each plant organ. To demonstrate their setup, they used a three-dimensional optical digitizer, the Digiscan 2000 (RSI GmBH, Oberuser, Germany), to scan a sample plant (Hordeum vulgare L.) and create a three-dimensional model. In principle, their scripts can be applied to point clouds created by other methods such as (ultra)sonic digitizing or lidar.

Recent improvements in the quality and affordability of digital single lens reflex (SLR) cameras along with the availability of commercial photogrammetry software have motivated us to create a more detailed model of a maize plant, one that would be more suitable to the mechanistic modeling of rainfall partitioning by its leaves.

## Materials and methods

## Creation of three-dimensional models of individual plants through photogrammetry

## Camera calibration

Camera calibration allows the correction of optical distortions present on the photographs. During calibration, the user takes 9 to 12 pictures of the calibration paper from different angles covering as much of the camera sensor as possible. The calibration paper consists of black circles placed on a regular grid of 10 rows by 10 columns or 12 rows by 12 columns and four coded targets placed on the four corners of the paper. We printed a 12 by 12 grid of targets on a 44.2 by 44.2 cm paper and photographed it from a distance of approximately one meter, which is about the same distance held between camera and targets during the field image acquisition.

The photogrammetry package uses this set of pictures to calculate camera and lens parameters, namely the principal point and digitizing scale of the camera corresponding to a certain focal length (EOS Systems Inc., 2008b). The calibration should be done once per each camera/lens setup. If done successfully, it does not need to be repeated for the same setup.

## Plant preparation and image acquisition

During this stage, the user attaches coded targets to the leaves and stem of the plant. These targets consist of known geometric shapes printed on white paper, creating distinguishable points on the edges, mid rib, and stem of the plant. During the image processing phase, the photogrammetry software scans the photographs for shapes that match those of the targets. Each coded target has a unique pattern imprinted on the intermediate ring that allows the photogrammetry program to recognize its identity. Targets with known identities are automatically linked between pictures, eliminating the
laborious step of manually matching them. Figure V-1 shows an example of a coded target.


Figure V-1. Example of a coded target created with the PhotoModeler 6 in its most current version as of 11 August 2010. The inner circle is the target itself, the intermediate ring contains the target identity and the outer ring aids the program in finding the target.

For shorter plants, we found that having a grid of targets under the plant allows for quicker image acquisition and processing than placing targets on the stem and leaves. Figure V-2 shows two examples of such photographs. This technique will work when the plants are short enough to be entirely framed in each picture, including the grid of targets under them.

In order to properly calculate the relative position of two pictures, the photogrammetry software requires a number of common reference points between them. Taller plants will not allow the reference grid placed on the ground to be visible in all pictures, making it unfeasible to use the described faster procedure. In the case of tall plants, the targets must be placed on the edges and mid-rib of the leaf currently being digitized, on the stem, and on the immediately inferior and superior leaves. This allows
the user to combine the individual leaf models. Figure V-3 shows an example of a leaf ready for image acquisition. A sheet with coded targets can still be placed under the plant to identify the location of the ground.


Figure V-2. 2 of the 18 pictures used in the creation of a three-dimensional digital model of a 7-leaf maize plant (29 May 2010).

With the targets in place, the next step is photographing. Pictures must be taken from multiple angles, with each detail that the user wants to depict present in at least two, and preferably three, pictures. The PhotoModeler's instruction manual (EOS Systems Inc., 2008b) suggests a circular pattern as shown in Figure V-4. As the leaves are digitized individually and combined later, points on other leaves and on the stem must
also be digitized in order to create common points across individual leaf models. These common points are called cross-referencing points and are also shown in a real picture in

Figure V-3 and schematically in Figure V-4.


Figure V-3. Leaf ready for image acquisition. (A) points to the mid-rib of the leaf that is currently being digitized, (B) indicates targets on the edges of the leaf and (C) points to targets on other leaves that are used to combine individual leaf models (cross-referencing points). Photography used in the digitizing of the leaves on 13 July 2010.


Figure V-4. Illustration of the picture taking pattern, circulating the plant. It is important to ensure that each detail that will be present on the final three-dimensional model can be seen from at least two different angles.

The main purpose of the circular movement around the plant is to ensure good separation angles between camera stations. The separation angle is the angle formed between the line connecting a point being digitized and each of the camera stations from which the point is visible. Points that are solved based on low separation angles are more susceptible to positional errors, as shown in Figure V-5. This scheme illustrates the positional error caused by a distortion of one degree for two cases: the first with a separation angle of $10^{\circ}$ and the second with a separation angle of $90^{\circ}$ degrees. The
positional error shown in the first case is more pronounced than the corresponding error in the second case.


Figure V-5. Comparison of the positional error of a point caused by distortions in the pictures, at two distinct separation angles. This illustrates the importance of maintaining higher angles between stations. Reproduced from Frasson and Krajewski (2010).

The number of pictures necessary to build a model is highly variable. It depends on the level of detail required by the user, the number of leaves on the plant, the camera setup, and the canopy density. Detailing areas that are easily obscured by other elements of the plant, such as leaf attachment points, increase the number of required photographs. The number of leaves is directly related to picture requirements. The more leaves to be digitized, the higher the number of pictures needed in the project. Lenses with a wider
field of view can potentially decrease the number of pictures. Image distortions caused by fish eye lenses can, in principle, be removed by the image idealizing routine included in the photogrammetry software. At this point, however, we have only worked with 28 mm (focal length) lenses in a digital camera with a 1.6 x crop factor. Finally denser crops limit movements around the plant, which affects the distance that the photographer can be from the currently digitized leaf. This can increase the number of pictures that are necessary. Table V-1 shows the number of pictures, plant heights and number of leaves on each one of the models that we built.

Table V-1. Number of pictures used in the creation of each of the described models and number of leaves and heights of each digitized plant.

| Year | 2008 |  | 2009 |  | 2010 |
| :--- | :--- | :---: | :--- | :---: | :---: |
| Date | 18 June | 16 July | 20 July | 29 May | 13 July |
| Number of <br> pictures | 48 | 119 | 140 | 17 | 68 |
| Number of <br> leaves | 6 | 10 | 13 | 7 | 11 |
| Plant height <br> $(\mathrm{cm})$ | 53 | 248 | 239 | 45 | 200 |

## Digitizing individual leaves

With the pictures taken, the next step is the leaf digitalization. This step consists of importing the pictures into the photogrammetry package, identifying the targets and matching them in the different pictures, calculating the camera orientation, "idealizing" the picture and adding extra details, and finally exporting the results.

This can be the most time consuming stage of the single plant three-dimensional model creation as identification errors can be difficult to spot and can cause the picture orientation procedure to fail. Figure V-6 and Figure V-7 show the most common causes
of identification errors that we encountered while processing the 2008's photographs.
Figure V-6's errors were mitigated by introduction the outer ring (please refer to Figure $\mathrm{V}-1$ ), which delimitates the area where the target code is located. If the photogrammetry package does not see the whole outer ring, it assumes that the target has no specific id and matching is done manually to avoid identification errors.


Figure V-6. Identification error due to bleeding of light through the paper. The lack of contrast between the bar code associated with the target and the paper where it is printed prevented its correct identification. Reproduced from Frasson and Krajewski (2010).


Figure V-7. Identification errors caused by an excess of distortion due to viewing angle and partial blockage of the code. Adapted from Frasson and Krajewski (2010).

When at least four points are simultaneously present in two different photographs, the photogrammetry package can attempt to orient the two pictures. Throughout the picture orientation process, the program calculates which relative picture plane configuration produces the arrangement of points displayed in them. The presence of misidentified targets can cause this procedure to fail, or lead to erroneous calculations of the camera orientation. The more unoriented pictures are processed at a time, the harder the identification of errors. Orienting more than four pictures at a time is not recommended (EOS Systems Inc., 2008b).

Once all of the pictures are imported to the photogrammetry program, and oriented, the next step is picture idealization. This procedure reduces distortions caused by the camera lenses using parameters found during calibration. The user can then add extra details, marking points at the edge and mid-rib of the current leaf, until the desired level of detail is achieved. After completion, the points are exported to allow the combination of models and assembly of the whole plant.

## Assembling the whole plant

At this stage, the user combines each isolated leaf model, such as the one shown on Figure V-8, with other leaves until the plant is complete. The process involves choosing one leaf to serve as the base model and another leaf to serve as the imported model. The base model is the one that will retain its arbitrary coordinate system, causing the imported model to be rotated and rescaled until its cross-referencing points match the arrangement of the corresponding cross-referencing points present in the base model. A strategy that allows the creation of this study's five models entails working from two fronts, the first beginning with the highest leaf, and the second beginning from the lowest leaf. In the former, the highest leaf (first leaf) is brought into the second leaf and subsequently the two combined leaves are brought into the third leaf. Meanwhile the lowest leaf is brought into the immediately upper leaf. The last combination will merge
the upper and lower sets of leaves, resulting in a complete plant. Figure V-9 shows an example of a combination sequence.


Figure V-8. Example of a completed leaf.

Once the plant is complete, it is time to adjust the model's coordinate system to match meaningful directions and real world measurements. The photogrammetry model provides a routine for axis rotation. It uses two pairs of points to indicate axis direction, with one pair being dominant (i.e. the axis will be parallel to a vector derived from this
pair). The second and third axes are derived from the second pair of points, such that all axes are perpendicular, and the component of the second pair of points in the third axis direction is zero. The user defines the model scale by entering the real world distance between two selected points. Extra measurements can be used to assess the model's error.


Figure V-9. Schematics showing the combination of individual leaf models. This procedure is repeated until the whole plant is completed. Reproduced from Frasson and Krajewski (2010).

## Visual and quantitative assessments of the model error

The user can visually validate the model by projecting it onto the plane of one of the pictures and then superpose the lines that form the edges and mid-rib of the leaves. Although the current version of the photogrammetry software (as of 16 August 2010) does not allow for the superposition, it can export the model at any given plane.

Combining the exported lines with the photograph was done using a commerciallyavailable graphics editor. Older leaves and the tips of leaves are more susceptible to errors, as they are more flexible and easily disturbed by the wind. Figure V-10 shows an example of this validation. The edges and the mid-rib derived from the threedimensional digital model of the plant are superposed on the picture in white.


Figure V-10. Example of the visual validation. The 13 July 2010 model is presented superimposing one of the photographs used in its creation. The curved edges on the pictures are caused by the removal of lens distortion.

## Bringing the digital models into Matlab ${ }^{\circledR}$

The photogrammetry package can export the plant model in several formats which are optimized for use in computer graphics and animation software. We chose to export the surfaces that represent the leaves in the raw format, with each file containing only one leaf. In this format, the photogrammetry program creates a file with the coordinates of the vertices of the triangles that form a leaf. Each line contains nine numbers, (i.e. the x-, y- and z-coordinates of the vertices of one triangle), separated by tabs and ending in a carriage return character. Although the data in this format is easy to read, it does not contain any information on the topology of the triangles.

We wrote a Matlab® script to read the individual leaf files and organize the information into three different classes in increasing order of complexity. The most elementary class is the vertex class, which contains the vertex id and its $\mathrm{x}-, \mathrm{y}-$, and z coordinates. The next class is the triangle, which contains the triangle id, the id of its three vertices, the id of the neighboring triangles, whether or not each one of its three edges are also edges of the leaf or are on the mid-rib of the leaf, and the area of the triangle. The last class is the leaf, which stores in a vector the ids of the triangles forming each one of the leaves as well as the leaf azimuth and the leaf zenith.

## Establishing topology

As the triangle topology is not included in the raw file, we had to recreate it as follows. First we read a line of data and extract from it the coordinates of the three vertices forming the new triangle. These vertices are temporarily stored in an auxiliary vector and compared to the previously read vertices to check for their uniqueness. If a vertex coincides with an existing vertex in the database, the point is not new and the id of the originally read vertex is assigned to one of the vacant vertices of the new triangle. If the vertex is new, it is added to the database and receives an id which is assigned to one
of the vertices ids of the new triangle. This procedure assures that each vertex contained in the vertex database is unique.

Once all triangles are read, we move to the search for neighbors. Each triangle can share up to three sides. In this procedure, we compare the ids of the vertices of each triangle to the vertices of the others. If two triangles share two vertices, this means that they also share an edge. If in the first triangle the shared vertices are $A-B$, then the Neighbor $A$ field receives the id of the second triangle. If the shared vertices are $B-C$, then the Neighbor $B$ field receives the id of the second triangle. Alternatively, if the shared vertices are $A-C$, then the Neighbor $C$ field of the first triangle receives the id of the second one. At the same time, depending upon what vertices of the second triangle are shared, either Neighbor $A, B$, or $C$ of the second triangle receives the id of the first, thus reducing the number of loops needed to cover all of the triangles forming a leaf. Those sides that are not found to be shared by another triangle remain with an initial value of zero, indicating that they are on the edge, or mid-rib of the leaf.

## Tracing the mid-rib and the leaf edges

Another important piece of information that cannot be simply retrieved from the raw leaf data is the collection of points forming the mid-rib and leaf edges. This information serves not only to calculate the azimuth and zenith of the leaf, but also is helpful to route the movement of water droplets on the plants. We use the neighborhood property established earlier to trace the mid-rib and leaf edges, as detailed in the following paragraphs.

With the exception of the older, smaller, and frequently damaged lower leaves, each leaf is described by two surfaces. The first surface extends from the mid-rib to one of the edges, and the second connects the mid-rib to the opposite edge. This arrangement causes the edges and the mid-rib of a leaf to be located on unshared sides of triangles, i.e., the triangle sides marked with a zero in the triangle neighborhood property as
illustrated in Figure V-11. It also causes the mid-rib to be located on two nearly coincident lines, which Figure V-11 shows as the two sequences of points 1-3-5-9-11-13 and 1-16-18-20-22-24-26-28-13.

The edges and mid-rib of a leaf converge only on the tip and on the end of the leaf. The convergence of the mid-rib and a leaf edge is marked by triangles featuring two unshared sides. Due to the geometric constraints of this technique, such triangles are bound to happen only in such convergences. This represents a convenient way to locate the tip and the end of the leaf. In Figure V-11, the four triangles that feature only one neighbor are 1-2-3, 1-15-16, 12-13-14, and 13-28-29.


Figure V-11. Schematics of a leaf after the establishment of triangle neighborhoods. Shared sides are represented as a dashed black line while unshared sides are identified as solid blue lines. The numbers in the figure represent the vertices ids. The left and the right sides are independent and only share two vertices, in this fictitious case the vertices 1 and 13, i.e. the tip and the end of the leaf, respectively.

The first step in tracing the edges and mid-rib of the leaf is to find the two triangles that share the tip of the leaf as a vertex (in Figure V-11, the triangles 1-2-3 and 1-15-16) and the two triangles that have the end of the leaf as a vertex (in Figure V-11, the triangles 12-13-14 and 13-28-29). These triangles define the two first points of the two edges and two almost coincident lines located on the mid-rib, although at this point it is not possible to say which points belong to a leaf edge or the mid-rib.

As an example, let us trace the left edge. The initial triangle is 1-2-3. As the side 1-2 has no neighbor, hence the blue color, it is on the edge or the mid-rib. Since the vertex 1 is shared by another triangle, the correct order is 1-2. To find the next point, we examine the triangle that neighbors the triangle 1-2-3 and shares the vertex 2 , i.e. the triangle 2-3-4. If the edge that we are tracing is one of the sides of this triangle, the triangle must contain the last recorded vertex, in this case vertex 2, and the side must have no neighbors. Two sides contain the vertex 2: the side 2-3 and the side 2-4. Since $2-4$ is not shared by any other triangles, the next vertex on this edge is the vertex 4 .

In order to find the next triangle in the sequence, we check the triangle that neighbors the currently examined polygon (2-3-4) that shares the vertex 4, which leads us to use the triangle 3-4-5. Now the two sides that share the vertex 4 are 3-4 and 4-5. However both sides are shared by another triangle; hence, it cannot be an edge of the leaf. We then investigate the triangle that neighbors the triangle $3-4-5$ on the side $4-5$, which takes us to the triangle 4-5-6. Examining this triangle, we see that the side 4-6 contains the last vertex found to be part of the edge of the leaf (4) and not shared by any other triangles, so vertex 6 must be the next one.

This procedure is repeated until we reach point 13 , which was found to be the common point between the other two triangles of interest (12-13-14 and 13-28-29), or until there are no more triangles to examine, which might indicate something particular in the leaf geometry that must be investigated. This procedure is repeated for the four edge candidates, and we decide which of the four are on the edge of the leaf or on the mid-rib
by looking at their lengths. As the mid-rib of the leaf is necessarily shorter than the two edges, we compute the length of all four edge candidates. The two shorter ones are attributed to be on the mid-rib and the other two are the edges.

## Calculating the leaf orientation

We chose to define the leaf orientation by calculating the azimuth and zenith of its mid-rib. Typically, the azimuth is the angular distance between the North and the direction of a fixed point with respect to the origin of the adopted coordinate system. Similarly, the zenith is the angular distance between the vertical and the direction of a fixed point with respect to the origin of the coordinate system. However, the leaf's curvature, in both horizontal and vertical planes, may lead to ambiguities in the selection of a point in the mid-rib that defines its direction.

To avoid such ambiguities, we decided to select the highest point of the leaf's mid-rib and a point on the base of the leaf to define its direction. The azimuth $(A z)$ and the zenith ( $Z e$ ) are calculated with the use of equations $\mathrm{V}-1$ and $\mathrm{V}-2$, where $x_{\max }, y_{\max }$, and $z_{\max }$ are the three dimensional Cartesian coordinates of the highest point of that leaf and $x_{\text {base }}, y_{\text {base }}$, and $z_{\text {base }}$ are the coordinates of the base of the leaf.

$$
\begin{align*}
& A z=\tan ^{-1}\left(\frac{x_{\text {max }}-x_{\text {base }}}{y_{\text {max }}-y_{\text {base }}}\right)  \tag{V-1}\\
& Z e=\tan ^{-1}\left(\frac{z_{\text {max }}-z_{\text {base }}}{\sqrt{\left(y_{\text {max }}-y_{\text {base }}\right)^{2}+\left(x_{\text {max }}-x_{\text {base }}\right)^{2}}}\right) \tag{V-2}
\end{align*}
$$

There isn't a single criterion to choose two points that define the direction of a leaf. A different way would be selecting multiple points along its mid-rib, building vectors connecting the leaf base to each of the chosen points, determining their direction, and subsequently adopting their average as the leaf direction. Due to the increased flexibility of the maize leaf past its highest point and its lack of representativeness of that portion of the leaf on its direction, we chose to use the highest point on the leaf's mid-rib to compute its direction.

## Projecting the leaves and creating a coverage matrix

Leaf area index, gap fraction, canopy coverage factor, leaf overlap, and other plant and canopy parameters are derived from projected areas. Once the leaves are projected on the chosen plane, we build a coverage matrix for each leaf. The matrices allow rotation, translation, and superposition of leaves, which are inputs in the evaluation of the before mentioned plant and canopy parameters.

Originally, we have a right handed orthogonal coordinate system, with axis $x, y$ in the horizontal plane and $z$ in the vertical direction. Let the axes $x^{\prime}-y^{\prime}-z^{\prime}$ be the product of the rotation of the $x-y-z$ axes by an angle of $\alpha$ degrees around $y$ and beta degrees around $\beta$. By applying equation $V-3$, one can find the coordinates of a given point with coordinates $x_{a}, y_{a}, z_{a}$ on the arbitrary $x^{\prime}-y^{\prime}-z^{\prime}$ coordinate system. Finally, each vertex of the leaf can be projected on the $x^{\prime}-y^{\prime}$ plane by applying equation V-3 and disregarding the z' coordinate.
$\left[\begin{array}{l}x^{\prime} \\ y^{\prime} \\ z^{\prime}\end{array}\right]=\left[\begin{array}{ccc}\cos \alpha & 0 & -\sin \alpha \\ \sin \alpha \sin \beta & \cos \beta & \sin \beta \cos \alpha \\ \sin \alpha \cos \beta & -\sin \beta & \cos \alpha \cos \beta\end{array}\right] \cdot\left[\begin{array}{l}x \\ y \\ z\end{array}\right]$
With the projected coordinates, we built the coverage matrix. First we divide the $x^{\prime}-y$ ' plane into pixels with associated coordinates. We compare the coordinates of the center of each pixel to those of the projected leaf. If the central coordinate of the pixel is inside any of the triangles that form the leaf, the corresponding element on the coverage matrix is incremented by one. For each leaf we created a matrix, illustrated by equation V-4, whose elements correspond to the number of leaf elemental triangles covering each one of the pixels and are associated to coordinates $\boldsymbol{X}_{i, j}=\left[\begin{array}{ll}x_{i} & y_{j}\end{array}\right]$.

$$
\boldsymbol{L}_{\mathbf{1}}=\left[\begin{array}{cccccc}
0 & 0 & 0 & 0 & \ldots & 0  \tag{V-4}\\
0 & 1 & 1 & 0 & 0 & 0 \\
0 & 1 & 1 & 1 & 0 & 0 \\
0 & 0 & 1 & 1 & 0 & 0 \\
\vdots & 0 & 0 & 0 & \ddots & \vdots \\
0 & 0 & 0 & 0 & \ldots & 0
\end{array}\right]
$$

We created each leaf's projection using the same coordinate system, allowing the use of equation V-5 to superpose the leaves and build the full plant matrix as exemplified in Figure V-12. This figure shows the visual representation of a coverage matrix of a full plant. The darker colors in Figure V-12 indicate a higher degree of superposition. In equation $\mathrm{V}-5, L$ stands for the individual leaf matrix, $k$ for the leaf's number, $N$ for the number of leaves of each plant, and $m$ and $n$ indicate the position in the canopy, which will be discussed in the next section.

$$
\begin{equation*}
\boldsymbol{P}_{m, n}=\sum_{k=1}^{N} \boldsymbol{L}_{\boldsymbol{k}} \tag{V-5}
\end{equation*}
$$



Figure V-12. Example of a single plant coverage matrix. This coverage matrix is produced by superimposing (adding) the single leaf matrices.

Creating more plants
We pursue two avenues to create the digital canopy. First, we replicate the original digital plant model and position them according to the field row and in-row
distances. However, replicating the plant density doesn't necessarily result in a digital canopy with the same characteristics as observed in the field. In order to achieve a more realistic representation, we adjust each plant's azimuth until the digital model reproduces the canopy characteristics observed in the field.

Since we observed in CHAPTER III that the canopy gap fraction is an important factor in the partitioning of rainfall into direct and indirect throughfall, we modify the orientation of each plant until the model's gap fraction approaches the value measured in the field. Although this technique allows more control of the gap fraction, it yields a canopy composed of identical plants.

The second approach leads to more varied canopies by calculating different individual leaf orientations. In this approach, individual leaves are the building blocks of the canopy. The initial step is to align all leaves with the row direction. To do so, we first move the leaf to the origin of the coordinate system, placing the leaf's base a half stem diameter away from it. Equations V-6 and V-7 display how many pixels the leaf has to go in the $i$ (across rows) and $j$ (along the row) directions for a general $\Delta x$ or $\Delta y$ translation. In both equations, $p$ stands for the precision used to create the axes and $\backslash$ to the integer division rounded towards $-\infty$.

The next step is to rotate the leaf by applying V-9 to the central coordinates of each once of its pixels. In this equation, $\boldsymbol{X}$ represents the x and y coordinates of the pixel $i, j, \Delta x$ and $\Delta y$ are the distances across rows and along the rows that the particular point has to travel, and $\boldsymbol{R}$ is the rotational matrix given by $\mathrm{V}-8$, where $\theta$ is the clockwise rotational angle, in this case the azimuth of the leaf $k$ in the negative direction. With $\Delta x$ and $\Delta y$ calculated, they are translated to an integer number of pixels by V-6 and V-7.

$$
\begin{align*}
& \Delta i=\Delta x \backslash p  \tag{V-6}\\
& \Delta j=\Delta y \backslash p  \tag{V-7}\\
& \boldsymbol{R}=\left[\begin{array}{cc}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{array}\right] \tag{V-8}
\end{align*}
$$

$$
\left[\begin{array}{l}
\Delta x_{i, j}  \tag{V-9}\\
\Delta y_{i, j}
\end{array}\right]=\boldsymbol{R} \cdot \boldsymbol{X}_{\mathbf{i}, \mathbf{j}}
$$

The original leaves, with azimuth 0 and a base located at $(0,10) \mathrm{mm}$, are a template to create the plants. We create the canopy by replicating these leaves from the lowest leaf to the highest, respecting their order of occurrence in the original plant. Plant by plant, we place the first leaf at a random azimuth with its base located at 10 mm away from the center of each plant's stem, resulting in a 20 mm diameter stem. We tested three different azimuth generating functions, all based on the uniform distribution or a linear combination of two values drawn from uniform distributions. Equations V-10, $\mathrm{V}-11$, and $\mathrm{V}-12$ show the three generator functions. In the following equations, $A z_{1, m, n}$ stands for the azimuth of the first leaf of the n-th plant located in the m-th row and $U$ for the uniform distribution.

$$
\begin{align*}
& A z_{1, m, n} \sim U[0,360]  \tag{V-10}\\
& A z_{1, m, n}=45^{\circ} \cdot(1+2 \cdot U[0,1]+4 \cdot U[0,1])  \tag{V-11}\\
& A z_{1, m, n}=22.5^{\circ} \cdot(1+6 \cdot U[0,1]+8 \cdot U[0,1]) \tag{V-12}
\end{align*}
$$

Azimuths generated by the function V-10 vary from 0 to $360^{\circ}$ and allow the superposition of the first leaf and the stem of neighboring plants, which is unrealistic. To prevent this superposition, we created two other azimuth generators, shown in V-11 and V-12. The first, more restrictive, only allows the placing of first leaves between the angles of $45^{\circ}$ and $135^{\circ}$ and $225^{\circ}$ and $315^{\circ}$. The second (equation V-12) is less restrictive and allows the location of first leaves between $22.5^{\circ}$ and $157.5^{\circ}$ and also $202.5^{\circ}$ and $337.5^{\circ}$. Equation V-10 tends to produce canopies with lower gap fraction, while V-11 leads to lower leaf overlap. We chose to work with equation V-12, which is less restrictive yet offers reduced probability of overlap between neighboring stems and the first layer of leaves.

Once the first layer of leaves is in place, we create the second layer. These leaves are identical copies of the second leaf of the original plant. Their placement depends
upon the azimuth of the first leaf and also the location of the neighboring plants' second leaves. We initially place the second layer of leaves with an angle of $180^{\circ}$ with respect to the first leaf of each plant. However, as shown by Frasson and Krajewski (2010), the maize leaves are not perfectly aligned with a vertical plane. To allow this misalignment, we added a deflection to the leaf's azimuth.

We assume that leaves, while competing for resources, such as sun light or rain water, reposition themselves to minimize overlap. We also assume that once a leaf is fully grown, it can't move any further. Since the procedure for the calculation of the second leaf's azimuth is identical to the procedure used to compute the alignment of all succeeding leaves, we refer to the currently considered leaf as leaf $k$ of a plant located in the row $o$ in the position $p$.

To recreate this behavior, we initially construct a template coverage matrix (TC) with the footprint of all leaves at the considered level, excluding the current leaf, as in V-13. Leaves with known azimuths, i.e., $m<o$ and $n<p-1$ represented by the first summation in equation V-13, are oriented accordingly. Subsequently, leaves that lack a calculated azimuth ( $m>o$ or $n>p$ represented by the second summation of equation $\mathrm{V}-13$ ) are positioned at their plant's preferential plane given by $\mathrm{V}-14$, that is with no deflection.

$$
\begin{align*}
& \boldsymbol{T C}_{o, p, k}=\sum_{m=1}^{o-1} \sum_{n=1}^{p-1} \boldsymbol{L}_{k}+\sum_{m=o+1}^{N_{R}} \sum_{n=p+1}^{N_{I R}} \boldsymbol{L}_{k}  \tag{V-13}\\
& A z_{k, m, n}=A z_{k-1, m, n}+180-\text { Deflection } \tag{V-14}
\end{align*}
$$

Finally, we add the missing leaf to a temporary coverage matrix built from the template coverage matrix oriented at the maximum deflection. Using this temporary coverage matrix, we recalculate the coverage factor. We repeat the procedure, but this time with the deflection decremented by one degree until the minimum deflection is achieved. The azimuth of this leaf is the angle that maximizes the canopy coverage.

## Results

## Single plant models

We created five digital plant models, two of fully developed plants (Figure V-14 and Figure V-15) and three of plants in intermediate stages (Figure V-13, Figure V-16, and Figure V-17). To assess the accuracy of the models, we compared the extra distances measured during the picture taking process, with distances measured in the threedimensional models following the methodology that are described in Frasson and Krajewski (2010).

Figure V-13 shows the first digital model that we created. The full model made use of 48 pictures to recreate the geometry of 6 leaves described by a total of 348 points, as detailed in Table V-2. The total leaf area of this plant was $1459 \mathrm{~cm}^{2}$, which translated to $772 \mathrm{~cm}^{2}$ when projected onto a horizontal plane. If only the non-overlapping area is considered, the full plant's projected area is reduced to $632 \mathrm{~cm}^{2}$. These numbers result in a leaf overlap ratio of about $18 \%$ at this stage of development. Table V-3 summarizes the model's geometrical features.


Figure V-13. Side view of the model derived from the pictures taken on 18 June 2008 in Iowa City, Iowa. This same plant was photographed on 16 July, when it was fully developed. Reproduced from Frasson and Krajewski (2010).

Table V-2. Number of pictures used to create the digital model displayed Figure V-13 and the resulting number of points digitized on each leaf.

| Leaf number | Number of pictures | Number of points |
| :---: | :---: | :---: |
| 1 | 8 | 111 |
| 2 | 12 | 112 |
| 3 | 5 | 29 |
| 4 | 3 | 43 |
| 5 | 10 | 34 |
| 6 | 10 | 19 |

Table V-3. Summary of the digital model's geometric properties.

| Leaf number | Mid-rib <br> length $(\mathrm{cm})$ | Width <br> $(\mathrm{cm})$ | Area <br> $\left(\mathrm{cm}^{2}\right)$ | Projected area <br> $\left(\mathrm{cm}^{2}\right)$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 42 | 8 | 257 | 201 |
| 2 | 64 | 7 | 440 | 205 |
| 3 | 56 | 7 | 371 | 123 |
| 4 | 47 | 5 | 237 | 121 |
| 5 | 36 | 4 | 93 | 77 |
| 6 | 28 | 3 | 62 | 45 |
| Total | - | - | 1459 | 772 |

We conducted a simple uncertainty assessment by comparing measurements of leaf width taken on the real plant with corresponding measurements taken on the digital model. With the exception of the third leaf, all deviations were less than one centimeter, as shown in Table V-4. Unfortunately, there were no full plant pictures that could be oriented to assess how the digital leaf orientation compares to the real plant.

Table V-4. Uncertainty assessment regarding the 18 June 2008 plant model.

| Leaf <br> number | Measured <br> width $(\mathrm{cm})$ | Model width <br> $(\mathrm{cm})$ | Error (cm) | Relative error <br> $(\%)$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 7.5 | 7.8 | 0.3 | 3.9 |
| 2 | 7.2 | 7.8 | 0.6 | 7.9 |
| 3 | 7.4 | 6.2 | -1.2 | -16.2 |
| 4 | 5 | 4.8 | -0.2 | -4 |
| 5 | 3.5 | 3.6 | 0.1 | 2.3 |
| 6 | 2.7 | 2.7 | 0.0 | -0.4 |

Note: The average error was -1.1 cm , and the standard deviation of the error was 8.5 cm , excluding the point used for calibration.

Next is the model built using the pictures taken on 16 July 2008. Figure V-14 shows a digital plant model featuring 10 leaves constituting a 2.47 m tall plant. Table V-5 shows the number of pictures used to create this model and the resulting number of points, illustrating the level of detail displayed by this model. The projected area of the whole plant is $1902 \mathrm{~cm}^{2}$, while the summation of the projected areas of all leaves is $3340 \mathrm{~cm}^{2}$, which corresponds to a leaf overlap ratio of $43 \%$. Table V-6 shows the width, area and projected area of each one of the leaves.

While we prepared the modeled plant to be photographed, we measured the distance between at least three pairs of targets per leaf. This allowed a better uncertainty assessment, which is presented in Table V-7. Positive and negative differences are distributed throughout the leaves do not suggest the presence of systematic errors.

The largest relative difference between measurements taken on the real plant and those calculated for the model was $14 \%$ and occurred on the $7^{\text {th }}$ leaf. It corresponded to an absolute difference of 2.7 cm , which is not reproduced by the other two measurements taken from that same leaf. The highest absolute difference was 3 cm , present in the $9^{\text {th }}$ leaf. The only other residue that approached 2 cm happened in the $6^{\text {th }}$ leaf. All measurements were taken along the leaf, which could have been caused by the mid-rib curvature. This made measuring the distance more difficult and was not taken into account in the model's measurements.


Figure V-14. Side view of the model derived from the pictures taken on 16 July 2008. Reproduced from Frasson and Krajewski (2010).

Table V-5. Number of pictures used to create the digital model displayed Figure V-14 and the resulting number of points digitized on each leaf.

| Leaf number | Number of pictures | Number of points |
| :---: | :---: | :---: |
| 1 | 17 | 213 |
| 2 | 16 | 369 |
| 3 | 7 | 34 |
| 4 | 17 | 176 |
| 5 | 13 | 163 |
| 6 | 10 | 161 |
| 7 | 18 | 108 |
| 8 | 7 | 116 |
| 9 | 6 | 133 |
| 10 | 8 | 80 |

Table V-6. Summary of geometrical properties calculated from the model derived from the pictures taken on 16 July 2008 in Iowa City, Iowa.

| Leaf number | Mid-rib length <br> $(\mathrm{cm})$ | Width <br> $(\mathrm{cm})$ | Area <br> $\left(\mathrm{cm}^{2}\right)$ | Projected area <br> $\left(\mathrm{cm}^{2}\right)$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 77 | 12 | 582 | 254 |
| 2 | 83 | 13 | 727 | 163 |
| 3 | 84 | 12 | 893 | 351 |
| 4 | 81 | 12 | 1046 | 519 |
| 5 | 91 | 10 | 832 | 401 |
| 6 | 81 | 11 | 984 | 562 |
| 7 | 79 | 10 | 682 | 374 |
| 8 | 62 | 9 | 690 | 390 |
| 9 | 33 | 7 | 270 | 102 |
| 10 | 49 | 6 | 300 | 223 |
| Total | - | - | 7004 | 3340 |

Table V-7. Uncertainty assessment regarding the 16 July 2008 plant model.

| Leaf number | Target ID |  | Measured distance (cm) | Model distance (cm) | Error (cm) | Relative error (\%) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 9 | 518 | 10.3 | 10.3 | 0.0 | -0.4 |
|  | 247 | 296 | 22.3 | 21.6 | -0.7 | -3.0 |
|  | 401 | 404 | 23.5 | 23.0 | -0.5 | -2.2 |
| 2 | 106 | 501 | 22.0 | 22.0 | 0.0 | -0.1 |
|  | 6 | 304 | 11.0 | 12.7 | 1.7 | 15.6 |
|  | 503 | 245 | 23.8 | 24.8 | 1.0 | 4.1 |
| 3 | 394 | 536 | 7.2 | 7.4 | 0.2 | 2.5 |
|  | 338 | 394 | 14.5 | 14.7 | 0.2 | 1.3 |
|  | 400 | 525 | 5.5 | 5.8 | 0.3 | 5.9 |
| 4 | 319 | 346 | 8.0 | 7.9 | -0.1 | -1.6 |
|  | 499 | 559 | 23.0 | 23.0 | 0.0 | 0.0 |
|  | 466 | 505 | 8.9 | 8.7 | -0.2 | -2.1 |
| 5 | 118 | 393 | 22.5 | 23.5 | 1.0 | 4.6 |
|  | 28 | 178 | 8.5 | 9.2 | 0.7 | 8.8 |
|  | 150 | 372 | 6.0 | 6.5 | 0.5 | 8.8 |
| 6 | 435 | 193 | 12.7 | 14.2 | 1.5 | 11.8 |
|  | 20 | 290 | 10.0 | 10.8 | 0.8 | 7.9 |
|  | 171 | 128 | 20.0 | 22.0 | 2.0 | 10.0 |
| 7 | 423 | 87 | 19.2 | 21.9 | 2.7 | 14.0 |
|  | 279 | 413 | 12.0 | 12.8 | 0.8 | 7.0 |
|  | 85 | 110 | 9.7 | 10.4 | 0.7 | 7.6 |
| 8 | 481 | 194 | 28.5 | 27.5 | -1.0 | -3.7 |
|  | 222 | 384 | 12.0 | 11.2 | -0.8 | -6.8 |
|  | 122 | 526 | 10.2 | 10.0 | -0.2 | -2.1 |
| 9 | 306 | 500 | 25.0 | 22.0 | -3.0 | -12.0 |
|  | 104 | 447 | 11.3 | 10.1 | -1.2 | -10.9 |
| 10 | 252 | 425 | 18.0 | 19.1 | 1.1 | 6.3 |
|  | 199 | 538 | 6.7 | 7.4 | 0.7 | 9.9 |
|  | 73 | 252 | 12.7 | 13.6 | 0.9 | 7.2 |

Note: The average error was 0.3 cm and the standard deviation of the error was 1.1 cm , excluding the point used for calibration. Adapted from Frasson and Krajewski (2010)

In 2009, we moved our experimental setup to Shueyville, Iowa. In that location, maize plants of the variety Pioneer 36V75Hx, RR2 were planted on 24 April 2009.

Figure V-15 shows the 2.39 m tall, 13-leaf model that resulted from pictures taken on 20 July 2009. This is the model selected to populate the virtual canopy presented in the next section. Table V-8 shows the number of pictures used to recreate the plant's geometry and the resulting number of points that delineate the edges and the mid-rib of the leaves that form this model.


Figure V-15. Side view of the model derived from pictures taken on 20 July 2009 in Shueyville, Iowa.

The lower number of points per leaf shown in Table V-8 suggests that the 20 July 2009 model's leaves are less detailed than those belonging to the 16 July 2008 model. However, this actually reflects better positioning of the points, decreasing their spacing in
areas where the leaf edge or the mid-rib's geometry is more complex and distancing them where the geometry is simpler.

Table V-8. Number of pictures used to create the digital model displayed Figure V-15 and the resulting number of points digitized on each leaf.

| Leaf number | Number of pictures | Number of points |
| :---: | :---: | :---: |
| 1 | 6 | 58 |
| 2 | 20 | 159 |
| 3 | 16 | 186 |
| 4 | 11 | 147 |
| 5 | 11 | 76 |
| 6 | 14 | 132 |
| 7 | 11 | 248 |
| 8 | 16 | 153 |
| 9 | 10 | 139 |
| 10 | 8 | 117 |
| 11 | 14 | 154 |
| 12 | 8 | 89 |
| 13 | 5 | 76 |

Table V-9 shows some of the geometrical properties of the 13 leaves that form the 2009 digital plant model. For this model, the plant's footprint was $1906 \mathrm{~cm}^{2}$, which is similar to the 16 July 2008 digital model. The sum of each leaf's projected area is $4126 \mathrm{~cm}^{2}$, which leads to a leaf overlap ratio of 0.54 . Similarly to the model portrayed in Figure V-14, the intermediate leaves concentrate more area than the new leaves on the top and the old and frequently damaged lower leaves. For this model, the $6^{\text {th }}$ to the $9^{\text {th }}$ leaves accumulate $45 \%$ of the total leaf area of the plant. Although the former model has fewer leaves ( 10 versus 13 ), if the three upper or the three lower leaves from the latter
model were added to it, their total leaf areas would be quite similar, with the difference between the 2 totals on the order of $1 \%$.

Table V-9. Summary of geometrical properties calculated from the model derived from the pictures taken on 20 July 2009 in Shueyville, Iowa.

| Leaf number | Mid-rib length <br> $(\mathrm{cm})$ | Width <br> $(\mathrm{cm})$ | Area <br> $\left(\mathrm{cm}^{2}\right)$ | Projected area <br> $\left(\mathrm{cm}^{2}\right)$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 47 | 6 | 239 | 115 |
| 2 | 63 | 10 | 444 | 176 |
| 3 | 73 | 11 | 583 | 263 |
| 4 | 80 | 11 | 773 | 277 |
| 5 | 49 | 8 | 579 | 231 |
| 6 | 82 | 10 | 893 | 488 |
| 7 | 97 | 13 | 862 | 326 |
| 8 | 107 | 11 | 1144 | 673 |
| 9 | 93 | 9 | 818 | 469 |
| 10 | 82 | 9 | 702 | 436 |
| 11 | 78 | 7 | 512 | 315 |
| 12 | 74 | 5 | 414 | 245 |
| 13 | 25 | 6 | 224 | 135 |
| Total | - | - | 8187 | 4126 |

We assessed the model's uncertainty in a similar fashion as with previous model.
Table V-10 shows the comparison between the physical measurements and those obtained from the digital model. The average discrepancy and its standard deviation were less than 1 cm . The largest disagreements happened in the $10^{\text {th }}$ leaf, where the magnitudes exceeded 1 cm . Other than these two examples, only one other measurement was more than 1 cm off. We measured distances between pairs of points using a measuring tape graded in millimeters and, often in uncomfortable positions. For this reason we believe that the observed discrepancies are reasonable.

Table V-10. Uncertainty assessment of the 20 July 2009 plant model.

| Leaf number | Target ID |  | Measured distance (cm) | Model distance (cm) | Error (cm) | Relative error (\%) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 371 | 370 | 6.8 | 5.9 | 0.9 | 14.0\% |
|  | 371 | 415 | 11.8 | 12.0 | -0.2 | -1.7\% |
|  | 422 | 2 | 9.5 | 9.5 | 0.0 | 0.0\% |
| 2 | 189 | 249 | 12.1 | 12.3 | -0.2 | -1.7\% |
|  | 366 | 4 | 10.0 | 9.4 | 0.6 | 6.0\% |
| 3 | 457 | 72 | 9.7 | 9.9 | -0.2 | -2.1\% |
|  | 442 | 138 | 9.1 | 9.4 | -0.3 | -3.3\% |
|  | 138 | 451 | 15.5 | 15.9 | -0.4 | -2.6\% |
| 4 | 154 | 276 | 8.9 | 8.9 | 0.0 | 0.0\% |
|  | 444 | 188 | 11.0 | 10.7 | 0.3 | 2.7\% |
|  | 253 | 337 | 17.9 | 18.1 | -0.2 | -1.1\% |
| 5 | 485 | 375 | 11.2 | 11.4 | -0.2 | -1.8\% |
|  | 418 | 404 | 13.4 | 13.5 | -0.1 | -0.7\% |
|  | 3 | 281 | 12.1 | 12.4 | -0.3 | -2.5\% |
| 6 | 309 | 376 | 18.0 | 19.2 | -1.2 | -6.7\% |
|  | 177 | 482 | 10.0 | 10.4 | -0.4 | -4.0\% |
|  | 386 | 238 | 9.0 | 9.6 | -0.6 | -6.7\% |
| 7 | 408 | 314 | 28.0 | 28.0 | 0.0 | 0.0\% |
|  | 350 | 111 | 25.9 | 26.7 | -0.8 | -3.1\% |
|  | 459 | 374 | 15.9 | 16.6 | -0.7 | -4.4\% |
| 8 | 456 | 363 | 9.5 | 9.8 | -0.3 | -3.2\% |
|  | 389 | 191 | 21.5 | 22.3 | -0.8 | -3.7\% |
|  | 456 | 222 | 13.5 | 14.1 | -0.6 | -4.4\% |
| 10 | 414 | 443 | 16.0 | 14.8 | 1.2 | 7.5\% |
|  | 290 | 453 | 18.0 | 16.5 | 1.5 | 8.3\% |
| 12 | 352 | 50 | 10.6 | 9.8 | 0.8 | 7.5\% |
|  | 172 | 50 | 6.5 | 6.4 | 0.1 | 1.5\% |
|  | 397 | 40 | 7.4 | 6.7 | 0.7 | 9.5\% |

Note: The average error was -0.7 cm and the error standard deviation was 0.6 cm ,
excluding the point used for calibration. Validation measurements for leaves 9,11 and, 13 were not available due to difficulties in matching the pair of targets with their digital counterparts.

In the following year we constructed two digital models. The first was based on pictures taken on 29 May 2010 and shown in Figure V-16 and the second was constructed from pictures taken on 13 July 2010 and presented on Figure V-17. The first depicts a young plant. Despite having eight leaves, it is quite smaller than the six-leaf model built in 2008. The size of the five lower leaves, all smaller than $70 \mathrm{~cm}^{2}$, and their height, all below 25 cm , indicates that they probably fall off the plant and are not present at later ages.


Figure V-16. Side view of the model derived from pictures taken on 29 May 2010 in Shueyville, Iowa. 20 pictures were used to calculate the coordinates of 515 points that describe the leaves and stem of this model.

This plant footprint accounted for $162 \mathrm{~cm}^{2}$, while the sum of the leaves' areas was $204 \mathrm{~cm}^{2}$. This resulted in a leaf overlap ratio of 0.26 , the lowest observed in this study.

Table V-11 shows the mid-rib length, leaf width, area and projected area of each leaf of this model.

Due to the size of this plant, targets needed to be smaller than usual, which made them hard to visualize. Therefore, we chose to print a grid of targets and place them under the plant. This grid allowed us to orient various pictures. The leaves were manually traced. Although this change in procedure allowed the digitizing of young plant, it prevented a quantitative validation.

Table V-11. Summary of geometrical properties calculated from the model derived from pictures taken on 29 May 2010 in Shueyville, Iowa.

| Leaf number | Mid-rib length <br> $(\mathrm{cm})$ | Width <br> $(\mathrm{cm})$ | Area <br> $\left(\mathrm{cm}^{2}\right)$ | Projected area <br> $\left(\mathrm{cm}^{2}\right)$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 9 | 1 | 7 | 2 |
| 2 | 24 | 4 | 68 | 29 |
| 3 | 33 | 4 | 122 | 34 |
| 4 | 34 | 3 | 121 | 68 |
| 5 | 24 | 2 | 69 | 43 |
| 6 | 16 | 2 | 39 | 17 |
| 7 | 4 | 2 | 7 | 5 |
| 8 | 2 | 2 | 8 | 7 |
| Total | - | - | 436 | 204 |

Figure V-17 shows the last model that we created. It is based on pictures from 13 July 2010. Table V-12 shows the number of pictures used in the digitizing of each leaf, and the resulting number of points. As with the 2009 model, the absolute number of points shaping the leaves is not as high as the 16 July 2008 model. Nevertheless, the level of detail of this model is not lower, as it reflects better positioning of points. The digital plant has 11 leaves, is 2 m tall, and has a total leaf area of 4675 cm 2 . The plant
footprint covers $1620 \mathrm{~cm}^{2}$, which results in a leaf overlap ratio of 0.38 . Table V-13 shows some geometric properties of each leaf of this model.

The qualitative validation of this whole model was possible due to the increased canopy opening around this plant. Figure V-10 shows the good agreement between the digital model and two pictures of the plant. This agreement is also visible in the quantitative validation shown in Table V-14, where the largest discrepancy between physical measurements and those obtained from the digital model is 5 mm . In relative terms, the highest variation is slightly above $6 \%$.


Figure V-17. Side view of the model derived from pictures taken on 13 July 2010 in Shueyville, Iowa.

Table V-12. Number of pictures used to create the digital model displayed in Figure $\mathrm{V}-17$ and the resulting number of points digitized on each leaf.

| Leaf number | Number of pictures | Number of points |
| :---: | :---: | :---: |
| 1 | 7 | 89 |
| 2 | 7 | 90 |
| 3 | 7 | 90 |
| 4 | 11 | 90 |
| 5 | 12 | 90 |
| 6 | 11 | 110 |
| 7 | 11 | 112 |
| 8 | 11 | 110 |
| 9 | 11 | 111 |
| 10 | 3 | 90 |
| 11 | 3 | 82 |

Table V-13. Summary of geometrical properties calculated from the model derived from the pictures taken on 13 July 2010 in Shueyville, Iowa.

| Leaf number | Mid-rib length <br> $(\mathrm{cm})$ | Width <br> $(\mathrm{cm})$ | Area <br> $\left(\mathrm{cm}^{2}\right)$ | Projected area <br> $\left(\mathrm{m}^{2}\right)$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 53 | 7 | 305 | 54 |
| 2 | 63 | 9 | 427 | 237 |
| 3 | 59 | 7 | 417 | 175 |
| 4 | 70 | 9 | 529 | 298 |
| 5 | 74 | 8 | 549 | 344 |
| 6 | 81 | 8 | 579 | 328 |
| 7 | 83 | 7 | 520 | 338 |
| 8 | 81 | 7 | 472 | 296 |
| 9 | 70 | 6 | 369 | 239 |
| 10 | 63 | 5 | 324 | 191 |
| 11 | 45 | 5 | 182 | 122 |
| Total | - | - | 4675 | 2622 |

Table V-14. Uncertainty assessment regarding the 13 July 2010 plant model.

| Leaf number | Target ID |  | Measured distance (cm) | Model distance (cm) | Error (cm) | Relative error (\%) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 87 | 295 | 16 | 15.7 | 0.3 | 1.9\% |
|  | 162 | 88 | 6.5 | 6.5 | 0 | 0.0\% |
|  | 162 | 87 | 12.1 | 11.9 | 0.2 | 1.7\% |
| 2 | 98 | 86 | 11.5 | 11.6 | -0.1 | -0.9\% |
|  | 256 | 145 | 8.7 |  | N/A |  |
|  | 245 | 85 | 6.5 |  | N/A |  |
| 3 | 111 | 100 | 20.7 | 20.5 | 0.2 | 1.0\% |
|  | 240 | 293 | 8.4 | 8.3 | 0.1 | 1.2\% |
|  | 133 | 112 | 22.1 | 21.7 | 0.4 | 1.8\% |
| 4 | 123 | 84 | 14.1 | 13.9 | 0.2 | 1.4\% |
|  | 125 | 153 | 13.4 | 13.5 | -0.1 | -0.7\% |
|  | 125 | 113 | 8.7 | 8.5 | 0.2 | 2.3\% |
| 5 | 43 | 63 | 8.1 | 8.1 | 0.0 | 0.0\% |
|  | 221 | 288 | 8.5 | 8.3 | 0.2 | 2.4\% |
|  | 223 | 137 | 8.9 | 8.7 | 0.2 | 2.2\% |
| 6 | 71 | 90 | 12.6 | 12.5 | 0.1 | 0.8\% |
|  | 11 | 17 | 8 | 7.9 | 0.1 | 1.3\% |
|  | 90 | 289 | 11.4 | 11.1 | 0.3 | 2.6\% |
| 7 | 89 | 56 | 8.2 | 7.9 | 0.3 | 3.7\% |
|  | 114 | 281 | 18 | 17.5 | 0.5 | 2.8\% |
|  | 108 | 218 | 8.2 | 7.7 | 0.5 | 6.1\% |
| 8 | 74 | 115 | 14.9 | 14.6 | 0.3 | 2.0\% |
|  | 103 | 104 | 7 | 6.8 | 0.2 | 2.9\% |
|  | 94 | 200 | 15.5 | 15.2 | 0.3 | 1.9\% |
| 9 | 109 | 205 | 16.1 | 15.9 | 0.2 | 1.2\% |
|  | 251 | 276 | 14.5 | 14.6 | -0.1 | -0.7\% |
|  | 246 | 300 | 12.2 | 12.3 | -0.1 | -0.8\% |
| 10 | 251 | 276 | 14.5 | 14.6 | -0.1 | -0.7\% |
| 11 | 2 | 146 | 20.3 | Calibration |  |  |

Note: The average error was -0.2 cm , and the error standard deviation was 0.2 cm , excluding the point used for calibration.

In the next section we discuss the use of the leaves taken from the 13 July 2009 model as the building block of the digital canopy. Canopies at different stages of development and different number and sizes of leaves can be created by selecting the appropriate template model. The choice of models is also guided by leaf geometric characteristics such as leaf area and zenith, here used indirectly by considering the projected area.

## Canopy models

The first virtual canopy is a result of the simpler methodology presented earlier in this chapter in which we create several copies of the single plant model keeping the orientation of the leaves as in the original model. We locate the digital plants to mimic the field's density and calculate their orientation to reproduce the desired gap fraction. We attempt to recreate the gap fraction of 0.22 calculated from the top view of the 2008 canopy (right hand side of Figure V-18) by creating replicas of the 16 July 2008 model. We arrange the virtual plants in rows, placed them 0.90 m apart and featured an in-row separation of 0.13 m .

The left panel of Figure V-18 shows the resulting simulated canopy with the color shades representing the overlap between leaves and with darker colors indicating more overlap. This digital canopy reproduces the field gap fraction, demonstrating that the present methodology offers great control over the canopy coverage. Nevertheless, the canopy is composed of identical plants and doesn't look realistic. Furthermore, enforcing the condition that two leaves, or a leaf and a plant's stem, cannot occupy the same space would be challenging to implement and would come at the cost of control over the canopy gap fraction.

Alternatively, we chose to calculate the horizontal orientation of each leaf separately, based on the rule that, for each generated layer of leaves, the upper leaves will grow in angles that will minimize overlap with other neighboring leaves located at the
same height. Although this method doesn't allow direct control over the gap fraction, it creates unique and more realistic canopies. Different gap fractions can be achieved by changing the plant density and, to a lesser degree, the maximum deflection that a leaf is allowed to have from the plant's preferential plane.


Figure V-18. The right panel shows the top view of the canopy used to calculate the ratio between visible soil surface to plant area. Taken on 25 July 2008. The gray areas are polygons traced manually where the soil surface was visible. The gap fraction for this example is 0.22 . The left panel shows a simulated canopy with equivalent plant spacing. The simulated gap fraction was also 0.22 .

We created 10 canopies with a $15^{\circ}$ maximum deflection from the preferential plane and the same number of canopies with a $30^{\circ}$ angle. We kept the plant density the same for both sets of canopies to isolate the effect of the maximum deflection. The average canopy coverage of the 10 canopies created with a maximum deflection angle was 0.87 with a standard deviation of 0.021 , while the average canopy coverage of the 10 canopies whose leaves were allowed to vary within $\pm 30^{\circ}$ from each plant's preferential plane was 0.92 with a standard deviation of 0.017 . The difference between the averages
is statistically significant, showing that the maximum deflection angle has an influence on the canopy coverage.

Being more restrictive in how a leaf can deviate from a plant's preferential plane leads to higher leaf overlap and lower canopy coverage. However, the canopy coverage generated with this method, even when using identical properties, is a random variable as illustrated by Table V-15. Therefore, searching for one specific canopy coverage value is a trial and error process. If the computer's available memory during canopy calculation allows it, a more efficient procedure to create a canopy with the desired gap fraction is to generate a larger canopy and look within it for an area that fulfills the requirement.

Table V-15. Canopy coverage of the canopies created to investigate the influence of the leaf maximum deflection angle into the canopy coverage factor.

| Canopy \# | Canopy Coverage |  |
| :--- | :--- | :--- |
|  | $15^{\circ}$ | $30^{\circ}$ |
| 1 | 0.88 | 0.93 |
| 2 | 0.90 | 0.92 |
| 3 | 0.86 | 0.91 |
| 4 | 0.85 | 0.96 |
| 5 | 0.85 | 0.94 |
| 6 | 0.91 | 0.91 |
| 7 | 0.86 | 0.94 |
| 8 | 0.86 | 0.91 |
| 9 | 0.85 | 0.92 |
| 10 | 0.88 | 0.94 |

Note: All canopies featured a row distance of 0.94 m , and plants in the same row were 0.14 m apart.

To avert the superposition of leaves and stems of neighboring plants, we added a constraint that leaves can only be created with azimuths inside [ $22.5^{\circ}, 157.5^{\circ}$ ] and [202.5 $\left.{ }^{\circ}, 337.5^{\circ}\right]$. Figure V-19 shows the top view of the final canopy. This canopy
contains 27 plants organized in 3 rows with 9 plants per row. Each plant comprises 13 leaves, which are identical copies of those digitized from the 20 July 2009 pictures and presented in Figure V-15. As the plants and leaves located on the fringes of the coverage matrix may be affected by the absence of neighbors, their orientation may be unreliable. Therefore, we defined as useable area, i.e., the area that we intend to use for hydrologic modeling, the section comprised between $-0.5 \mathrm{~m} \leq \mathrm{x} \leq 0.5 \mathrm{~m}$ and $-0.5 \mathrm{~m} \leq \mathrm{y} \leq 0.5 \mathrm{~m}$.


Figure V-19. Simulated top view of the final canopy. The plant density was 7.5 plants $\mathrm{m}^{-2}$. The calculated gap fraction of the useable area $(-0.5 \mathrm{~m} \leq x \leq 0.5 \mathrm{~m}$ and $-0.5 \mathrm{~m} \leq \mathrm{y} \leq 0.5 \mathrm{~m}$ ) is 0.09 ,

The total leaf area inside the useable area was $5.04 \mathrm{~m}^{2}$, which translates to a LAI of 5.04. The total projected leaf area, including leaf overlap, is $2.68 \mathrm{~m}^{2}$, while the footprint of the plants is $0.91 \mathrm{~m}^{2}$. This leads to a leaf overlap of 1.94 (defined here as the difference between projected leaf area and plant footprint divided by the plant footprint). The canopy coverage calculated for the canopy in the useable area is 0.91 . Consequently,
the gap fraction is 0.09 , which is approximately the same as the gap fraction above the disdrometer observed during the 2009 data acquisition campaign.

Figure V-20 shows the vertical leaf area distribution of the digital canopy. The cumulative leaf area, in this case defined as the plant area above the designated height, increases with decreasing height in a quasi-linear pattern from approximately 2.20 m to 0.5 m (the height of the lowest layer of leaves that remained attached to the plants).


Figure V-20. Vertical leaf area profile. The curve shows accumulated leaf area located above the corresponding height inside a section of the canopy with $1 \mathrm{~m}^{2}$.

## Future Work

Although the photogrammetry based method presented here allows the creation of a realistic maize canopy, it is time consuming. Using this method to digitize a large
number of plants at different developmental stages would require great effort. Alternatively, Lidar has been used to digitize more complex canopies (Henning and Radtke, 2006; Hosoi and Omasa, 2006; Hosoi and Omasa, 2007; Omasa et al., 2007; Omasa et al., 2008; Van der Zande et al., 2010). This technology allows denser sampling of canopies with great accuracy; however, due to beam blockage, scanning must be done from multiple locations in order to fully cover the plants from all angles.

Point-clouds obtained with Lidar also need to be translated into leaves, stems, and other plant organs. Dornbusch et al. (2007) presented a methodology to delineate leaves and the stem from a cloud of points and demonstrated it on a barley plantlet (a 30 cm gramineous plant called Hordeum vulgare L.). Adapting their methodology to work with multiple plants and also recognizing that other plant organs such as the tassel and the ears could present an improved methodology to create three dimensional models of canopies.

In the development of this work, we used an arbitrary value for the maximum allowed deflection from the plant's preferential plane. Other techniques, such as the electromagnetic digitizing used by Sinoquet and Rivet (1997) are available but may lack the accuracy to trace the edges of a leaf. They may also have problems resolving difficult access areas, such as around the stem, which is the case for the Lidar based measurements. As demonstrated by Chambelland et al. (2008) a combination of techniques can be used to measure leaf orientation and the leaf geometry.

Following this line of thought, electromagnetic or sonic digitizing (Sinoquet et al., 1991) or other techniques can be used to measure the orientation of the leaves of many plants, allowing the study of the distribution of leaf azimuths and zeniths within a canopy. Azimuth limits taken from these measurements could lead to more realistic canopies than the ones created here. Alternatively, instead of calculating leaf orientation, we could use measured leaf orientations in an attempt to recreate a given canopy.

Another suggestion for future work is the automation of the gap fraction measurement technique and its comparison with other methods. With an automated
technique, the variability of the gap fraction within a canopy could be measured by sampling different areas of a low altitude aerial photograph. Such information is useful not only to the modeling of rainfall interception, but also to the light interception by a crop's canopy.

## Conclusion

In this chapter, we described our efforts to create a three-dimensional digital representation of a maize canopy using a non-destructive photogrammetry based methodology. We produced five single plant digital models, two of them of the same plant at two different stages of development. The other three models were made from plants in the fields when we measured the partitioning of rainfall by a maize canopy during the 2009 and 2010 data acquisition campaign.

We selected the 2009 plant model and successfully created a section of the canopy containing 27 unique plants. Each plant comprises 13 leaves, which are identical copies of the 13 leaves digitized in the original single plant model. We calculated their orientation by assuming that leaves compete with neighbors that are at the same height or above and, consequently, maximize the canopy coverage. Resulting digital canopies displayed similar canopy coverage to their real counterparts.

# CHAPTER VI. <br> MODELING THE PARTITIONING OF RAINFALL BY A MAIZE CANOPY 

## Introduction

Predicting the total amounts of stemflow and throughfall based on canopy geometry and total rainfall is the first step towards understanding the partitioning of precipitation by vegetation. Modeling rainfall interception also provides insight needed to understand the collected data presented in CHAPTER III while aiding in the selection of the plant catchment area.

This chapter describes the development of a physics-based rainfall interception model capable of estimating stemflow, storage, and throughfall totals per storm and also the two-dimensional throughfall, drop-size, and velocity distributions. We present detailed results for the storm of 19 August 2009 to illustrate the model's development and capabilities. Later in the chapter, we discuss the results of the simulation of 10 storms that transpired in late July and August 2009 and compare them with data collected for that period. We end the chapter by assessing the impact of instrumental uncertainty on the model's estimates.

## Methodology

The simulation works on a drop-by-drop basis and aims to predict the partitioning of rainfall into stemflow, throughfall, and canopy storage. Each hydrometeor is initially generated in a random location above the canopy, with its size and velocity taken from the corresponding set of disdrometer observations. Simulation steps entail drop generation, determination of interception, the tracing of potential drop trajectory, evaluation of re-interception, and the mapping of the location and drop characteristics of the hydrometeors that reach the soil surface. The flowchart presented in Figure VI-1 shows the general steps followed by the simulation.


Figure VI-1. Simplified simulation flowchart showing the major steps of the interception process.

## Raindrop interception

Deciding whether or not a drop is intercepted is a critical step in modeling rainfall partitioning by the canopy. This step could be as simple as comparing the coordinates of the raindrop to the coordinates of the vertices of each triangle in the canopy until we find the highest triangle that could intercept the drop. Even though the implementation of this procedure is straightforward and yields correct results, it can be optimized to reach the same products with fewer calculations by using pre-generated coverage matrices.

As defined in CHAPTER V, a coverage matrix is the matrix representation of a plant's or leaf's projection. Each element corresponds to a location on the chosen projection plane with its value dependent upon whether or not that location coincides with one of the projected triangles that forms the considered plant or leaf. Since the plants share leaf geometry and differ only in the coordinates of their stems and leaf orientation, there are only 13 unique leaf coverage matrices.

We created coverage matrices for the 13 original leaves and 1 for each plant. The local coordinate system associated with each leaf's matrix was centered on the middle of the stem and the leaves aligned with the north direction, i.e. the y-axis. We kept the full canopy coordinate system for the plant matrices and adjusted them to tightly fit the portrayed individual plant.

Drop interception evaluation takes place on two levels. First, we identify the plants that could intercept the drop; secondly, we pinpoint the leaf, which also provides us with the triangle id. Given the coordinates of the drop, we calculate the corresponding indices on each plant matrix. If the corresponding element has a value greater than one, that plant can intercept the drop. If none of the plants intercepts the drop, it is identified as direct throughfall.

If the drop is intercepted, we inspect the leaf matrices. For each examined leaf, we calculate the drop's local coordinates, which allows the identification of the corresponding element on the leaf's matrix. The coordinate transformation is achieved
by equation VI-1, where $x_{L}$ and $y_{L}$ are the local x - and y -coordinates, $x_{p}$ and $y_{p}$ are the drop's projected coordinates, $A z_{m, n, o}$ is the azimuth of the leaf $o$ of the " $n$ th" plant located on the row $m$, and , $x_{S, m, n}$ and $y_{S, m, n}$ are the coordinates of the stem of the plant $m, n$. Subsequently, we calculate the indices of the leaf's coverage matrix that correspond to $x_{L}$ and $y_{L}$. If the matrix's value is greater than one, at least one of this leaf's triangle covers that point. As in the previous step, if the leaf matrix has a value of zero at the drop's location, the hydrometeor is not intercepted.
$\left[\begin{array}{l}x_{L} \\ y_{L}\end{array}\right]=\left[\begin{array}{cc}\cos -A z_{m, n, o} & \sin -A z_{m, n, o} \\ -\sin -A z_{m, n, o} & \cos -A z_{m, n, o}\end{array}\right] \cdot\left[\begin{array}{l}x_{L}-x_{S, m, n} \\ y_{L}-y_{S, m, n}\end{array}\right]$
A triangle must fulfill three conditions to be selected as the drop's interceptor.
First, when the drop and the triangle are projected on the horizontal plane, the drop must be inside the area defined by the three sides. The second condition is that the drop must be above the triangle plane. The third condition is that the selected triangle is higher than all triangles that meet the other two criteria. If no triangle meets these conditions, the drop is not intercepted by the canopy.

Tracing the drop trajectory on a leaf's surface
The trajectory of a drop moving on a leaf begins at the interception point and ends at the exit point. The exit point can be the stem of the plant, where it creates stemflow, the edge of the leaf, from which it can detach and be re-intercepted by a lower leaf, or the ground, where it becomes throughfall. A multitude of factors such as leaf geometry, drop size, and initial velocity, the leaf's trichomes' number, dimension, and current state, and other macro and microscopic leaf and drop characteristics contribute to the determination of a drop's trajectory. In our model, however, we assume that the drop's path is determined solely by the location where it was intercepted and by the geometry of the leaf.

To further simplify the calculation of the trajectories, we made two assumptions: we approximated the initial drop position by the centroid of the intercepting triangle, and we neglected drop inertia. Due to these two assumptions, there will be as many unique trajectories per leaf as there are elemental triangles delineating the leaf's surface. The limited number of trajectories allows their pre-calculation. Lead and intercepting triangle ids are the indices used to retrieve the trajectory of a drop once the conditions for its movement are met. Figure VI-2 shows the block diagram of the routine that calculates drop trajectories.

As a result of neglecting inertia, drop movement follows the direction of the steepest downward slope until the drop leaves the triangle through one of its sides. This direction is parallel and opposite to that defined by the gradient of the plane passing through the three vertices forming the examined triangle. To evaluate the plane's gradient, we first derived the equation of the plane (equation VI-2), whose parameters $a_{1}$, $a_{2}$ and $a_{3}$ are the components of the normal vector in the $i, j, k$ directions (presented on equation VI-3), obtained through the cross product of the vectors that share vertex A as their origin and point to vertex B and C , respectively. The remaining terms of equation VI-2 are $x_{A}, y_{A}$ and $z_{A}$, which are the coordinates of a point in the plane, in this case the coordinates of vertex A.

$$
\begin{align*}
z=-\frac{a_{1}}{a_{3}} x- & \frac{a_{2}}{a_{3}} y+\left(\frac{a_{1} \cdot x_{A}+a_{2} \cdot y_{A}+a_{3} \cdot z_{A}}{a_{3}}\right)  \tag{VI-2}\\
\boldsymbol{V}_{\boldsymbol{A B}} \times \boldsymbol{V}_{\boldsymbol{A C}}= & {\left[\left(y_{b}-y_{a}\right) \cdot\left(z_{c}-z_{a}\right)-\left(z_{b}-z_{a}\right) \cdot\left(y_{c}-y_{a}\right)\right] \boldsymbol{i}+} \\
& +\left[\left(z_{b}-z_{a}\right) \cdot\left(x_{c}-x_{a}\right)-\left(x_{b}-x_{a}\right) \cdot\left(z_{c}-z_{a}\right)\right] \boldsymbol{j}+ \\
& +\left[\left(x_{b}-x_{a}\right) \cdot\left(y_{c}-y_{a}\right)-\left(y_{b}-y_{a}\right) \cdot\left(x_{c}-x_{a}\right)\right] \boldsymbol{k} \tag{VI-3}
\end{align*}
$$

Finally, we calculate the vertical gradient of the plane described by equation VI-2, which is shown in VI-4.

$$
\begin{equation*}
\boldsymbol{\nabla} \mathbf{z}=-\frac{a_{1}}{a_{3}} \boldsymbol{i}-\frac{a_{2}}{a_{3}} \boldsymbol{j} \tag{VI-4}
\end{equation*}
$$



Figure VI-2. Block diagram of the routine that determines drop trajectories based on the initial position.

The steepest descent has the same direction and opposite sense of the vertical gradient, i.e. $a_{1} / a_{3} \boldsymbol{i}+a_{2} / a_{3} \boldsymbol{j}$. The next step is to determine which side of the triangle this direction points to. Figure VI-3 illustrates this process. The vector $-\nabla z$ (shown as the blue arrow) is located at the centroid of the triangle ABC , defining the curve (dashed blue line) represented by the parametric equation VI-5. Next, we find the parameters $t_{g-1}, t_{g-2}$, and $t_{g-3}$, which are the scalars that, when multiplied by the vector $-\nabla z$ and added to the point CG, will lead to the points $P_{1}, P_{2}$, and $P_{3}$, which lie on the sides AB (equation VI-6), BC (equation VI-7), and AC (equation VI-8), respectively. Since, for each set of equations, there are only two parameters to be determined, $t_{g-i}$ and $\mathrm{t}_{\mathrm{i}}$, equalities are two dimensional.


Figure VI-3. Illustration of the process of finding the exit side of the current triangle. The blue vector represents the direction of the steepest descent $(-\boldsymbol{\nabla z})$. The exit side is the one reached first when moving along the positive direction of $-\boldsymbol{\nabla z}$, in this example, side BC.
$\mathrm{P}=\mathrm{CG}-t_{g} \cdot \nabla \mathbf{z}$

Working on the x-y plane, one can find the points $P_{1}, P_{2}$, and $P_{3}$ by equating VI-5 with the corresponding two dimensional forms of equations VI-6, VI-7, or VI-8. Each pair of linear equations solved simultaneously lead to a pair of parameters, $t_{g-i}$ and $t_{i}$. The point that requires the smallest positive multiplier $t_{g-i}$, is the point that is reached first, i.e. the point that lies on the side to which the gradient leads to. In the example shown in Figure VI-3, $P_{2}$ is the point we seek and the corresponding linear system of equations is presented on equation VI-9.

$$
\begin{align*}
& \mathrm{P}=\mathrm{A}+t_{1} \cdot\left[\left(B_{x}-A_{x}\right) \boldsymbol{i}+\left(B_{y}-A_{y}\right) \boldsymbol{j}+\left(B_{z}-A_{z}\right) \boldsymbol{k}\right]  \tag{VI-6}\\
& \mathrm{P}=\mathrm{B}+t_{2} \cdot\left[\left(C_{x}-B_{x}\right) \boldsymbol{i}+\left(C_{y}-B_{y}\right) \boldsymbol{j}+\left(C_{z}-B_{z}\right) \boldsymbol{k}\right]  \tag{VI-7}\\
& \mathrm{P}=\mathrm{A}+t_{3} \cdot\left[\left(C_{x}-A_{x}\right) \boldsymbol{i}+\left(C_{y}-A_{y}\right) \boldsymbol{j}+\left(C_{z}-A_{z}\right) \boldsymbol{k}\right]  \tag{VI-8}\\
& {\left[\begin{array}{ll}
-\boldsymbol{\nabla} \boldsymbol{z}_{x} & -\left(C_{x}-B_{x}\right) \\
-\boldsymbol{\nabla} \boldsymbol{z}_{y} & -\left(C_{y}-B_{y}\right)
\end{array}\right] \cdot\left[\begin{array}{c}
t_{g 2} \\
t_{2}
\end{array}\right]=\left[\begin{array}{c}
B_{x}-C G_{x} \\
B_{y}-C G_{y}
\end{array}\right]} \tag{VI-9}
\end{align*}
$$

In equations VI-5 to VI-8, $P$ stands for a generic point that lies on the current curve, $A_{x}, A_{y}$, and $A_{z}$ are the $\mathrm{x}, \mathrm{y}$, and z coordinates of the vertex A. Similarly, $B_{x}, B_{y}$, and $B_{z}$ are the coordinates of the vertex $\mathrm{B}, C_{x}, C_{y}, C_{z}$ and $C G_{x}, C G_{y}$, and $C G_{z}$ are the coordinates of the vertex C and the centroid of the triangle, respectively. $\boldsymbol{\nabla} \boldsymbol{z}_{x}$ and $\nabla z_{y}$ are the x and y components of the vertical gradient of the plane passing through A , B , and C , and $\boldsymbol{i}, \boldsymbol{j}$, and $\boldsymbol{k}$ are unit vectors pointing on the $\mathrm{x}, \mathrm{y}$, and z directions.

Once we identify the side the drop should move to, we check to see if the current triangle has a neighbor that shares this side. If it has a neighbor on that side and the drop is not coming from there, the neighbor is assigned as the next triangle, and the drop is assumed to move to the point where the $\boldsymbol{\nabla} \boldsymbol{\nabla z}$ intersects the triangle side. The process is repeated, but this time the drop is assumed to be on the intersection point instead of the centroid of the triangle. If the direction of steepest descent points back to a triangle on which the drop was previously located, this indicates that the drop should actually flow
down the side of the triangle to the lowest vertex. This is usually caused by undulations on the edges of the leaf.

The third possibility is the $-\boldsymbol{\nabla} \boldsymbol{z}$ vector intersects a side that has no adjacent triangle, i.e. the edge or the mid-rib of the leaf. If that happens, we assume that the drop will be traveling down the mid-rib or the edge due to the channel like shape of the midrib or the adhesion between leaf edge and water droplet. It continues in this direction until its end for both mid-rib or leaf edge or until the next vertex is higher than the current vertex, which can happen on the edges of undulated leaves. If the drop exits from the base of the leaf, either by flowing down the mid-rib or by traveling on the edge of the leaf, we assign this drop to stemflow. If the drop flows towards the tip of the leaf or exits on the side of the leaf, we check to see if it is re-intercepted by another lower leaf. If not, this drop is assigned to indirect throughfall.

## Drop breakup

Large drops can break into smaller fragments upon impacting the leaf surface, thereby altering the observed throughfall drop-size distribution. To account for this phenomenon, we implemented a drop breakup routine, with the occurrence of splashing based on the experimental work developed by Bassette and Bussiere (2008) and the droplets' size distribution based on the observations of Yang and Madden (1993).

Bassette and Bussiere (2008) describe an experiment where a $5200 \mathrm{~mm}^{2}$ section of a banana leaf was exposed to simulated raindrops with diameters of $2.3 \mathrm{~mm}, 3.5 \mathrm{~mm}$, and 6.0 mm released from varying heights and striking the leaf at varying impact angles. The analysis of the data allowed the authors to derive an empirical equation that estimates the fraction of the volume of the original raindrop that breaks into smaller droplets $\left(K_{s}\right)$. Equation VI-10 gives $K_{s}$ as a function of release height, $h$, drop diameter, $D$, and the parameters $a, b$, and $c$, which are function of $D$ and the leaf inclination $\theta$ and are given in equations VI-11,VI-12, and VI-13.

> If $2.3 \mathrm{~mm} \leq D<6$ and $h<0.6 \mathrm{~m}, K_{s}=0$
> If $2.3 \mathrm{~mm} \leq D>6$ and $h<0.6 \mathrm{~m}, K_{s}=\frac{a}{1+e^{-b \cdot[h-c]}}$
> $a(\theta, D)=(-0.008 \cdot D+0.704) \cdot e^{(-0.01 \cdot D+0.004) \cdot \theta}$
> $b(\theta, D)=(-0.005 \cdot D+2.956)+(-0.798 \cdot D+8.214) \cdot e^{(0.002 \cdot D-0.018) \cdot \theta^{2}}$
> $c(\theta, D)=(-0.309 \cdot D+1.958)+\frac{0.501 \cdot D+2.072}{e^{(0.0025 \cdot D-0.007) \cdot \theta^{2}}}$

In Equation VI-10, the minimum release height resulting in enough kinetic energy to create splashing is 0.14 m for diameters 6 mm and above. Since our disdrometer measurements feature the size and falling velocity of drops, which is not directly compatible to the formulation of Bassette and Bussiere (2008), we used the method proposed by Wang and Pruppacher (1977) to calculate the fall height in still air that would lead a droplet to fall with the observed velocities. We precalculated the equivalent fall height of all the 440 diameter and velocity classes of the Thies disdrometer and used these heights in the computation of $K_{s}$.

After calculating the volume of the original raindrop that breaks into smaller droplets, the next step is to estimate the number and sizes of the fragments. Yang and Madden (1993) describe an experiment that evaluated the drop-size distribution of splashed droplets after hitting the ground or the surface of strawberry plants. The authors indicated that a Weibull distribution with a shape parameter of 0.296 and a scale parameter of 0.005 can represent the sizes of the droplet fragments. The distribution's parameters vary according to the leaf area index of the plants, with the median droplet diameter being 0.14 mm for a strawberry plant with a LAI of 2.2.

We attempted to simulate the breakup of drops and evaluate their interception in a realistic manner, assuming that the fragments would have diameters following the distribution shown by Yang and Madden (1993). However, considering that a single drop of 4 mm falling from 1 m could break into 800 new droplets and that for a test run
of 10 mm a total of 205,000 drops met the drop breakup criterion, the added computational cost proved to be too high.

To circumvent these calculations, we assumed that all fragments follow the same path. Their interception and redirection is evaluated in the same fashion as a regular drop, with the exception that no further breakup is allowed. If their trajectory leads to stemflow, we simply count the volume of all droplets as stemflow. If their trajectory indicates throughfall, we add all of their volume to the same location and add the number of drops to their corresponding diameter classes in the throughfall drop size counter.

## Conditions for movement

Upon impact, we examine the kinetic energy of the incoming drop and the existence of a stagnant drop on the impact location. We assumed four different scenarios. In the first, the drop hits a vacant location of the leaf; however, it lacks enough kinetic energy to attach to it. In this case, the drop rolls. In the second case, the drop's kinetic energy exceeds the free surface energy, in which case Nosonovsky and Bhushan (2008) proposed that the drop attaches to the leaf. In the third scenario, the drop impacts the leaf on a location previously occupied by a stagnant drop; nevertheless, the kinetic energy of the impacting drop is not enough to overcome the adhesion force between the stagnant drop and the leaf surface. In this case, the two drops merge and remain stagnant. In the final case, the kinetic energy of the impacting drop suffices to initiate the movement of the merged drops.

Equation VI-14 defines the threshold between the first and the second scenarios. If the drop velocity is higher than the velocity limit $\left(V_{\text {Lim }}\right)$ shown in equation VI-14, then the Cassie-Wenzel transition should occur, causing the droplet to stick to the surface. Alternatively, the drop would remain in the Cassie state, which is associated with low contact angle hysteresis and low friction that lead to drop movement. The remaining
terms of equation VI-14 are $\sigma$, the surface tension between water and air, $\rho_{w}$, the water density, and $D$, the drop diameter.
$V_{\text {Lim }}=\sqrt{\frac{12 \cdot \sigma}{\rho_{\omega^{\prime} \cdot D}}}$
Once a drop adheres to the surface, the associated energy barrier that needs to be overcome is determined by the adhesion hysteresis. As described by Nosonovsky (2007), the energy stored when two surfaces come in contact exceeds the energy required for their separation, constituting the adhesion hysteresis. More energy is required for the front of the drop to move forward and attach to the surface than is freed during detachment on its back. Equation VI-15 gives the extra work per unit area required to break this barrier $\left(\Delta W_{o}\right)$. The other terms are $\theta_{a 0}$, which stands for the advancing contact angle, $\theta_{r 0}$, which stands for the receding contact angle, and $\sigma$, which stands for the surface tension between water and air.
$\Delta W_{0}=\left(\cos \theta_{a 0}-\cos \theta_{r 0}\right) \cdot \sigma$
We used the values of $143^{\circ}$ and $135^{\circ}$ for $\theta_{a 0}$ and $\theta_{r 0}$, measured by Watanabe and Yamaguchi (1993), to calculate $\Delta W_{o}$. Furthermore, we assumed that when a falling drop collides with a stationary one, if the kinetic energy for the descending hydrometeor is equal to or greater than $A_{0} \cdot \Delta W_{o}$, where $A_{0}$ is and the contact area between the stationary drop and the leaf surface, the combined drops will move. Otherwise, the two drops will merge and remain stagnant at the impact's location. We employed the contact area formulation of Hartley and Brunskill (1958), which we show in equation VI-16:
$A_{0}=\left(\frac{4}{3}\right)^{2 / 3} \cdot \pi \cdot r^{2} \cdot\left[1-\cos \theta+\frac{1}{3}\left(\cos ^{3} \theta-1\right)\right]^{-2 / 3}$
In equation VI-16, $r$ stands for the drop radius and $\theta$ for the equilibrium contact angle.

Conditions for drop coalescence
Since we do not keep track of the stationary drops' coordinates, but only on which elemental triangle they are located, we base the drop coalescence test on triangle ids. Whenever a moving drop crosses a triangle containing a stagnant drop, we calculate the probability of drop coalescence by comparing the diameter of the moving drop to the free space on the triangle's surface, i.e the difference between the maximum triangle dimension, measured perpendicularly to either the mid-rib or the leaf edge and depending on which of the two coincides with a triangle side, and the stagnant drop's diameter.

Equation VI-17gives the merging probability $\left(P_{m}\right)$, where $h$ is the referred triangle height, $D_{s}$ is the diameter of the stagnant drop, and $D_{m}$ is the diameter of the moving drop. If the two added diameters are larger than $h$, then we assign a value of one to $P_{m}$.

$$
\begin{equation*}
P_{m}=\frac{D_{m}}{h-D_{s}} \tag{VI-17}
\end{equation*}
$$

For each occurrence, we draw a random number from a uniform distribution bounded to the $[0,1]$ interval. If this random number is lower than or equal to $P_{m}$, the two drops merge.

## Results and discussion

Partitioning of rainfall into stemflow and throughfall neglecting water retention

In order to check the validity of the assumption that drops begin their trajectory in the centroid of the intercepting triangle and to assess the potential impacts of this assumption on the partitioning of rainfall into stemflow and throughfall, we implemented simplified calculations that neglect plant water storage. We executed two simulations, one that retraced the drop trajectory for each drop, using the location where the initial triangle intercepted the drop as the starting point, and another that placed hydrometeors at the centroid of the intercepted triangles. This test not only allowed the assessment of the
impact of the simplification on the accuracy of the simulation, but also resulted in a noticeable decrease in computation time.

The two simulations used identical canopies comprising an area of a $1 \mathrm{~m}^{2}$. We created a regular grid of square elements with 5 mm sides and released a drop from the center of each of these elements. We evaluated the interception and re-interception of the drops and traced their trajectory using the methodologies described earlier in this chapter to evaluate which drops resulted in stemflow and which resulted in throughfall. The latter was subdivided into throughfall that fell inside the study area and throughfall that was redirected out of bounds. We also estimated the location where throughfall drops reached the ground and their counts at each position in order to provide contrast with the canopy cover and search for dripping locations.

We generated the first set of results without the assumption that drops always begin their trajectories in the centroid of the intercepted triangle in 8076 seconds. From the 40401 examined locations, 4431 resulted in drops being carried outside of the study area, 25104 in throughfall drops falling inside of the $1 \mathrm{~m}^{2}$ plot, and 10866 in drops redirected to the stem of the plants. Percentagewise, throughfall corresponded to $62 \%$ of the incoming drops and stemflow to approximately $27 \%$.

Figure VI-4 shows the spatial distribution of the areas that resulted in inbound throughfall, stemflow, and out of bounds throughfall. As expected, most of the area that removed water from the study area was located on the periphery of the plot, with the exception of a section in the mid-south of the figure that was caused by a long northsouth lying leaf. Figure V-5 shows what happens beneath the canopy. By contrasting the simulated top view of the canopy with the throughfall locations, we see that the calculations correctly predicted that uncovered areas would coincide with single drop throughfall locations. We can also observe several isolated points showing considerably higher throughfall drop counts. These are the locations of indirect throughfall, where drops detach from leaves.


Figure VI-4. Spatial distribution of the locations resulting in stemflow, throughfall and out of bounds throughfall. Drop trajectories were recalculated depending on the interception location. Pixels correspond to 5 mm by 5 mm squares.


Figure VI-5. The right panel shows the spatial distribution of the throughfall under the canopy. Lighter colors stand for lower drop counts, while darker shades of blue are associated with higher counts. The left panel shows the corresponding canopy cover.

Finally, Figure VI-6 shows how the stemflow varies along the row located in the center of the study area. The lower percentage displayed by the first and the last two plants are primarily due to most of their area being located outside of the plot where rainfall was simulated. In the next simulations, we generate rainfall over a larger area to minimize edge effects.


Figure VI-6. Counts of drops reaching each plant stem in the center row. The low counts of the first and the last two plants are due to most of their area being outside of the study location. Therefore, they did not receive rainfall.

The second set of results was generated in a shorter time, 6878 seconds. This computation employed precalculated routes indexed by the id of the intercepting triangle. Throughfall counts for the second simulation totaled 25185, which corresponds to a difference of $0.3 \%$ with respect to the previous model. Stemflow counts were also quite close, with the simplified version leading to 10814, while the previous result was 10866. The similarity in the results indicates that the simplification is acceptable.

## Evolution of the model

As we proceeded to simulating entire storms, we noticed that the computation time was still too high. Even when assuming that drops always begin their trajectory in the centroid of the intercepting triangle and ignoring drop splashing, the time to process a single drop was on average 16 ms using a personal computer featuring an Intel i7-920 processor ${ }^{\circledR}$ set at 2.8 GHz running Matlab 2011a. Most of this time was devoted to the routine that identifies the intercepting triangle. When simulating a storm with approximately 15 mm of rainfall in a plot of 1 m by 1 m , we would have approximately 27 million drops. This would take 120 hours to process.

We have two possible avenues: the first is to parallelize the routine that identifies the intercepting triangle; the second is to modify the leaf coverage matrix to hold the identity of the intercepting triangle on each of its pixels. This way the task of identifying the triangle is reduced to identifying which pixel corresponds to the drop position.

While parallel computing has the potential to decrease the computation time in this routine, foreseeing the performance gain is not straight forward. We identified a loop in the routine that is a good candidate for parallelization. This loop determines whether a point's projection is inside the projection of a given elemental triangle forming a leaf. Since each triangle of a given leaf is examined independently of the others, this task can be assigned to multiple processor cores. One shortcoming is that once the highest intercepting triangle is located, all other triangles in the current leaf still have to be checked since the iterations are independent and cannot be flagged to stop. Although assigning parts of the loop to run in multiple cores will save calculation time, it comes at the expense of having to pass the information multiple times.

Without considerable changes, the vectors cannot be sliced due to the way we chose to store the information on leaves by using triangles and vertices, i.e. we passed only the sections of the vectors that will be used to each of the workers in order to avoid
replication of information. The time expenditure could outweigh the performance gain promoted by the division of the task.

These reasons led us to pursue the other alternative of modifying each leaf coverage matrix. Since the importance of these matrices grows with this new use, we refined their resolution and rebuilt their pixels to cover an area of 0.5 mm by 0.5 mm . In each pixel, we saved the id of the highest triangle that included the pixel's centroid. We reconstructed the 13 matrices with each leaf pointing to the north and with the stem centered at the origin of its local coordinate system. With this modification, the task of identifying which triangle intercepts the given drop is simplified to a coordinate system transformation followed by determining which pixel includes the drop. Finally, we retrieved the id of the triangle from the matrix.

Although this change decreased the computation time to 3 ms per drop, it could have rendered some triangles unreachable. Nevertheless, each pixel is as small as 0.5 mm by 0.5 mm , which is smaller than the expected uncertainty of the photogrammetry method. Therefore, we chose this approach for our simulations.

To demonstrate the evolution of the interception model, we present the partitioning results using three versions of the simulation for the 19 August 2009 storm. During this event, the reference disdrometer recorded 102,000 drops. When scaled to the simulation area, this totals over 27 million drops resulting in 16 mm of accumulated rainfall. The second disdrometer installed under the canopy recorded 5.86 mm of throughfall coming from 11 million drops after scaling to the simulation area.

In the first version, we did not simulate drop breakup and used simpler conditions for drop movement and coalescence than the ones described in the methodology. In this initial version, the drop movement criteria was that if a drop impacted an elemental triangle that contained another drop, the two drops would merge and move. If the triangle was not currently holding a drop and if the fall velocity was high enough to promote attachment, the drop would adhere to the leaf. If the drop moved, we assumed
that it would merge to any drops stationed on triangles located along its trajectory.
Figure VI-7 shows the drop count in each diameter bin obtained with the reference disdrometer, the throughfall disdrometer, and this version of the simulation.


Figure VI-7. Drop count in each diameter class observed in the simulated throughfall, measured rainfall, and measured throughfall for the 19 August 2009 storm. Simulation results generated with the first version of the interception model neglected drop breakup and used simplified movement rules.

Even though the first version of the model already included a drop attachment threshold based on the drop's kinetic energy, the number of small drops predicted by the model was considerably lower than the number observed. This motivated us to look at drop breakup routines, which ultimately led us to the works of Yang and Madden (1993), who studied the distribution of drop fragment sizes produced by the splashing of drops on
leaf surfaces, and Bassette and Bussière (2008), who described the conditions necessary for drop breakup to occur, as well as the volume of the fragments. Using the results of these two works, we developed the routine described in this chapter's methodology.

Figure VI-8 shows the resulting counts of throughfall drops on each diameter class after incorporating drop breakup and splashing.


Figure VI-8. Counts of drops in each diameter class featured in observed and simulated throughfall for the storm of 19 August 2009. This model's version includes drop breakup.

Incorporating drop breakup greatly improved the estimation of the number of throughfall drops with diameters smaller than 1 mm . However, it did little to enhance the agreement between the number of drops with diameters larger than 5 mm predicted by
the model and those observed with the disdrometer during this sample storm.
Furthermore, the volume of stored precipitation was only 0.12 mm , which is considerably lower than the value of 0.385 mm estimated by van Dijk and Bruijnzeel (2001b).

Comparing the drop counts with diameters in excess of 5 mm registered by the throughfall disdrometer with the simulation results indicated that we were overestimating the occurrence of moving and stationary drops merging. We attempted to address this issue by assigning a probability that two drops would come in contact according to the diameters of the drops and the dimensions of the elemental triangle that held them.

According to this methodology, the probability of a 0.2 mm drop merging with stagnant drops with diameters ranging from 0.125 mm to 9 mm while crossing a triangle 50 mm in height varies from 0.004 to 0.0048 . The corresponding range of probabilities for a 1 mm drop goes from 0.02 to 0.0238 , while a 5 mm moving drop faces merging probabilities of around $10 \%$.

The low predicted storage capacity indicated that the movement conditions were too easily met. We added further constraints based on the kinetic energy of the impacting drops following the theory presented by Nosonovsky (2007). Equation VI-15, presented in the methodology section on page 105, gives the minimum kinetic energy that a falling drop requires to mobilize a stagnant one.

For example, for a surface tension of $0.072 \mathrm{~N} / \mathrm{m}$ and receding and advancing contact angles of $135^{\circ}$ and $143^{\circ}$, respectively, a 0.125 mm drop requires an energy of $8.3 \times 10^{-11} \mathrm{~J}$. On the other hand, for the same parameters, a 3 mm drop requires $4.8 \times 10^{-8} \mathrm{~J}$ to be mobilized. Meanwhile, a moving drop 0.4 mm in diameter falling with the Gunn and Kinzer terminal velocity (Gunn and Kinzer, 1949) has a kinetic energy of $4.4 \times 10^{-8} \mathrm{~J}$, slightly below the calculated limit to mobilize a 3 mm drop.

Table VI-1 presents a comparison of the stemflow, throughfall, and storage predicted by the three versions of our model. As expected, predictions using the final model show higher canopy storage estimates. However, the model still predicts a large
number of drops with diameters in excess of 5 mm as seen in Figure VI-9. In order to check the stability of the results, we ran the final version of the model three times. Table VI-2 shows no significant difference between runs, indicating that the differences observed in Table VI-1 are caused by the incorporation of new phenomena into the simulation.

Table VI-1. Predicted storm totals using two intermediate and the final version of the presented interception model for the storm of 19August 2009.

|  | Initial version | Intermediate version | Final version |
| :--- | :---: | :---: | :--- |
| Rainfall | 16.18 | 16.18 | 16.18 |
| Stemflow | 7.49 | 7.78 | 7.11 |
| Throughfall | 6.37 | 8.32 | 8.83 |
| Storage | 0.12 | 0.17 | 0.18 |

Table VI-2. Results of three runs using the final version of the rainfall interception model for the 19 August 2009 storm.

|  | First run | Second run | Third run |
| :--- | :---: | :---: | :---: |
| Rainfall | 16.180 | 16.180 | 16.180 |
| Stemflow | 7.107 | 7.108 | 7.130 |
| Throughfall | 8.830 | 8.834 | 8.811 |
| Storage | 0.184 | 0.191 | 0.185 |

To better compare the results of the three different rainfall interception models, we composed Figure VI-10, which shows the ratio between the number of drops
predicted by the first and final models in the left plot and the ratio between the number of drops predicted by the second and final models in the right. The horizontal dashed line represents a ratio of one, which is where the two models agree. Values below this line imply that the final version of the model predicted higher counts at that diameter class.


Figure VI-9. Counts of drops in each diameter class featured in observed and simulated throughfall for the storm of 19 August 2009. This model's version includes drop breakup, probability of coalescence calculations, and minimum energy threshold necessary to mobilize a stagnant drop.

Upon examination of the left plot that compares the first and the final models in Figure VI-10, we see that the final model predicted more drops with diameters smaller

than 1 mm and also in the range between 3.5 mm and 6 mm . This plot also indicates that neglecting drop breakup and using simplified rules for drop merging and mobilization yields higher counts of drops larger than 6 mm . Comparing the second and the final models, we observe a sharp decrease in the number of drops with diameters exceeding 9 mm . This exceeds the decrease that occurred when comparing the first and the final models and indicates that drop breakup is not the dominant phenomena limiting the formation of drops in this class. However, the inclusion of the drop breakup routine (from the first to the second versions) did cause a decrease in the number of drops with diameters ranging from 6 mm to 8 mm .


Figure VI-10. Comparisons of the predicted number of drops in each diameter class by the three models. The horizontal axis shows drop class diameter, while the vertical axis shows the ratio between the number of drops predicted by the first and final models (left plot) and the corresponding ratio for the second and final models (right plot).

Comparing the second and the last versions (right plot Figure VI-10), we observe a small decrease in the counts of drops with diameters smaller than 1 mm in the final model. This could be the reflex of the splashing of re-intercepted large drops. Drops
larger than 6 mm are present in lower numbers in the final version. These are the drops that can splash even after short falls, e.g. falling from 0.14 m instead of 0.6 m , which is the threshold for 2.3 mm drops. The splashing of re-intercepted drops should be less frequent, which would cause the slight decrease of small drops. The decrease of large drops observed from the second to the final models was caused by the introduction of the probability of drop merging. Lower frequency of merging offers fewer opportunities for drop growth, and thus leads to smaller drops.

The introduction of the minimum kinetic energy required to mobilize a drop didn't lead to a significant change in the interception capacity. The small difference observed in the storage height estimated by the second and the final models shown in Table VI-1 are comparable to differences that occur when the same run is repeated, as shown in Table VI-2.

Estimating the partitioning of rainfall into stemflow, throughfall and plant water storage

To demonstrate our model's potential, we discuss in detail the results obtained for the storm that occurred on the evening of 19 August 2009. The storm began at 16:40 and transpired until 17:40, local time, resulting in an accumulation of 16.2 mm according to our reference disdrometer. During the same period, our two stemflow and two throughfall gauges were operational, with their results shown in Table VI-3. Meanwhile, the rain gauge located outside of the canopy registered 11.4 mm of rainfall.

Also included in Table VI-3 are the simulation results for the same period. The value for total rainfall is different than those observed, as they were measured by different instruments. In order to minimize the influence of this discrepancy, we included the fraction of total rainfall for each of the components of rainfall on the canopy. Comparing the fraction of throughfall measured during the experimental stage to the
simulation result, we see that the model predicted higher throughfall and stemflow fractions.

Table VI-3. Summary of the data collected in the storm of 19 August 2009 and comparison with the simulated results.

|  | Experimental results |  |  | Simulated results |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Total height (mm) | Fraction of total rain |  | Total height (mm) | Fraction of total rain |
| Total rainfall | 11.4 | 1.0 | Rainfall | 16.2 | 1.00 |
| Throughfall 1 | 4.7 | 0.4 | Throughfall | 8.8 | 0.54 |
| Throughfall 2 | 3.8 | 0.3 |  |  |  |
| Stemflow 1 | 3.1 | 0.3 | Stemflow | 7.1 | 0.44 |
| Stemflow 2 | 2.3 | 0.2 |  |  |  |
| Unaccounted volume | 4.5 | 0.4 | Storage | 0.2 | 0.01 |

Figure VI-14 shows the two-dimensional throughfall distribution. Each pixel represents a 1 cm by 1 cm square of soil. Hotter colors represent larger quantities of rain water reaching that spot. Comparing the throughfall locations with Figure V-19, we notice a good correspondence between the openings in the canopy and the first class of throughfall accumulations. Since we assumed the raindrops fell vertically, these areas receive water solely through direct throughfall.

The model predicts that a large fraction of the area doesn't receive throughfall. Intercepted rainfall from those locations constitutes a source of water for indirect throughfall, stemflow, and storage. Higher amounts of throughfall are visible under the canopy, especially under the tips of leaves and close to the stems of the plants. The concentration of rainfall in those locations is due to dripping, i.e. indirect throughfall, which occurs in localized spots and could be a source of erosion under the crop foliage.


Figure VI-11. Two-dimensional throughfall map. Pixels are color coded according to the square root of the height of throughfall at their location.

The concentration of throughfall around the stems could explain some of the disagreement between simulated and measured throughfall fraction. The design of the throughfall gauges prevented the collection of water between stems. Because the canopy coverage is higher in the vicinities of the stems, we did not anticipate considerable throughfall to transpire there. However, our simulation indicated that dripping around the stem can be significant, accounting for approximately $13 \%$ of the total throughfall, as shown in Figure VI-12. This plot shows how much throughfall reaches the soil as a function of the distance from the center of the row. Each bar corresponds to 10 mm in distance. Since the stem of the plants at the height of the throughfall collectors was
approximately 20 mm , we can assume that these areas were not sampled by our gauge, which corresponds to the two bars in the center of Figure VI-12.


Figure VI-12. Distribution of the fraction of rainfall transformed in throughfall with respect to the distance from the center of the row.

Stemflow measurements presented in CHAPTER III shows variation from plant to plant. This variation is also predicted by the interception model. Figure VI-13 shows the fraction of rainfall transformed into stemflow for each plant in the central row. Because the first and the last plant in this row were not completely inside the study area, they should be ignored. However, we observe variation in the predicted stemflow fraction. The estimated stemflow in the first plant to the south of the central plant (numbered -1) corresponds to approximately $41 \%$ of the total rainfall in its domain, i.e. an area of 0.94 m by 0.143 m centered on the plant's stem. However, the stemflow of the third stem to the north of the central plant accounted for almost $50 \%$ of its rainfall.

Despite the variation observed in the simulated stemflow, it is unlikely that insufficient sampling could explain the difference between simulation and measurements. In the literature review of storage capacity methods presented by van Dijk and Bruijnzeel (2001b), the authors observed that a considerable storage volume occurs around the leaf insertion point, even though these areas are impervious to water (Kiesselbach, 1949).

Because we did not model the storage of water on the leaf interception points and because storage in such areas would primarily affect the stemflow amounts, we believe that the underestimation of rainfall storage in such areas is the cause for the overestimation of the stemflow amounts.


Figure VI-13. Distribution of the fraction of rainfall transformed in stemflow for each plant in the center row. The first and the last plants had considerable area lying outside of the simulation area, which explains their lower fractions. Plants are numbered in reference to the central plant of the central row.

Let us return to Figure VI-9 to examine the prediction of the throughfall drop-size spectrum. This plot shows how the distribution of simulated throughfall drop sizes
agrees with disdrometer observations. The discontinuity in the observed throughfall line stems from having no observed drops in the corresponding classes. By storing the location of drops with diameters in excess of 6 mm , we found that they are most likely to happen in the locations where leaves overlap the most. Figure VI-14 shows the predicted location of these drops during the 19 August 2009 storm.


Figure VI-14. Two dimensional map of the location of throughfall drops with diameters larger than 6 mm . Colors represent the logarithm of the counts of drops for locations showing at least one drop.

Note that the pixels with the highest counts of large drops are located close to center of the plot, which corresponds to the area around the stems of the plants. Figure VI-15 shows how the fraction of the total number of large drops varies with the distance
from the center of the row. This plot indicates that most of the large drops predicted by the model for the storm of the 19 August 2009 are located within 50 mm of the center of the row. These locations are difficult to access with the disdrometer, which sensing area extended from approximately 82 mm to 243 mm measured from the center of the row. This implies that even if large drops are formed in such areas, our disdrometer cannot sample them. For this reason, the disagreement between the data and the simulations does not disqualify the model's performance.


Figure VI-15. Distribution of the location of large throughfall drops with respect to the distance from the center of the row.

We simulated a total of 10 storms occurring towards the end of July 2009 (21 and 24) and throughout August 2009 (3, 7, 8, 9, 13, 16, 17, and 19). During these storms,
excluding the event from 21 July when the throughfall gauges were clogged, we measured a total of 214.3 mm of rainfall. Throughfall accounted for 60.0 mm , or $28 \%$ of the total rainfall and stemflow accounted for 65.7 mm , or $31 \%$ of the total precipitation.

Table VI-4 shows the experimental results per event, and Table VI- 5 shows the simulation results for the same storms. Similarly to what we presented for the 19 August 2009 event, the simulation predicted higher percentages of throughfall (54\%) and stemflow (44\%).


Figure VI-16. Simulated partitioning of rainfall in throughfall and stemflow for all the simulated storms. This set includes the storms of 21 and 24 July and 3, 7, 8, $9,13,16,17$, and 19 August 2009.

Table VI-4. Experimental results for the partitioning of rainfall by the canopy for the 10 studied storms.

|  | July |  |  |  | August |  |  |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | :---: |
|  | 21 | 24 | 3 | 7 | 8 | 9 | 13 | 16 | 17 | 19 |  |
| Rainfall | 44.7 | 31.2 | 1.3 | 46.0 | 1.0 | 25.7 | 14.0 | 30.0 | 9.1 | 11.4 |  |
| Throughfall 1 | - | 9.7 | 0.3 | 13.6 | 0.4 | 8.6 | 9.8 | 13.0 | 4.2 | 4.7 |  |
| Throughfall 2 | - | 7.4 | 0.2 | 13.0 | 0.3 | 7.5 | 8.6 | 12.8 | 2.1 | 3.8 |  |
| Stemflow 1 | 27.2 | 11.6 | 0.4 | 21.2 | 0.3 | 6.5 | 4.3 | 8.0 | 2.6 | 3.1 |  |
| Stemflow 2 | 20.5 | 17.2 | - | 22.8 | 0.3 | 11.2 | 5.3 | 10.3 | 4.1 | 2.3 |  |
| Storage | - | 8.3 | 0.8 | 10.6 | 0.4 | 8.8 | 0.0 | 7.9 | 0.9 | 4.5 |  |

## Note: All units in mm.

Table VI-5. Simulation results for the partitioning of rainfall by the canopy for the 10 studied storms.

|  | July |  |  |  | August |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 21 | 24 | 3 | 7 | 8 | 9 | 13 | 16 | 17 | 19 |  |
| Rainfall | 53.0 | 57.5 | 1.8 | 49.7 | 1.2 | 40.3 | 22.6 | 33.2 | 10.6 | 16.2 |  |
| Stemflow | 24.1 | 25.1 | 0.8 | 22.0 | 0.5 | 17.7 | 9.7 | 14.7 | 4.6 | 7.1 |  |
| Throughfall | 28.9 | 31.1 | 1.0 | 27.2 | 0.6 | 22.0 | 12.2 | 18.2 | 5.8 | 8.8 |  |
| Storage | 0.2 | 0.5 | 0.0 | 0.2 | 0.0 | 0.2 | 0.2 | 0.1 | 0.1 | 0.2 |  |

Note: All units in mm.

Figure VI-17 shows the throughfall spatial distribution for the pooled storms. This figure displays a similar spatial distribution as the storm of 19 August 2009, which is shown in Figure VI-11. Dripping points are located around the stems, on the tip of the leaves, and on the periphery of open areas in the canopy. The distribution of throughfall with respect to the distance from the center of the row for the pooled data is identical to what Figure VI-12 shows for the single storm, indicating that the rainfall of the 19

August 2009 was enough to saturate the canopy when it comes to throughfall generation.


Figure VI-17. Two-dimensional throughfall map. Pixels are color coded according to the square root of the height of throughfall at their location.

The variation of the stemflow in the center row for all pooled storms (Figure VI-18) is also very similar to what we observed with the single storm (Figure VI-13). When it comes to the elements of the partitioning of rainfall by the canopy, the most
noticeable difference is the plant water storage. For all but three storms, the canopy storage fluctuated between 0.12 mm and 0.19 mm ; however, for one of the events ( 24 July), as much as 0.5 mm of rain remained on the leaves, and for the other two ( 3 and 8 August) the foliage retained as little as 0.03 mm . While the two low storage values are likely to signify that the canopy wasn't saturated, we do not have a clear explanation for the high storage observed on 24 July.


Figure VI-18. Distribution of the fraction of rainfall transformed to stemflow for each plant in the center row. The first and last plants had considerable area lying outside of the simulation area, which explains the lower fractions. Plants numbered in reference to the central plant of the central row.

We initially thought that the large drops observed during the 24 July event caused the higher capacity. However, looking back at Figure IV-3, on page 31, we see that the vast majority of the drops with diameters between 1 mm and 6 mm have enough energy to adhere to the leaf. In turn, once attached, larger drops require more energy to be mobilized. More stagnant drops with larger diameters translate into more rainfall stored on the canopy. However, when looking at the median volume diameter as an indicator of
the presence of a higher number of larger drops and a possible connection to the simulated storage, we did not find a clear pattern.

Table VI-6 shows the median volume diameter, simulated storage and measured rainfall for the simulated storms. We could not find a clear relationship between canopy storage and rainfall accumulation other than an indication that saturation occurs for accumulations between 2 mm and 9 mm .

Table VI-6. Median volume diameter $\left(\mathrm{D}_{50}\right)$, plant water storage $(\mathrm{S})$ and total rainfall (R) for the simulated storms.

July 2009 August 2009

|  | 21 | 24 | 3 | 7 | 8 | 9 | 13 | 16 | 17 | 19 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| R | 52.95 | 57.54 | 1.83 | 49.65 | 1.17 | 8.57 | 31.75 | 33.24 | 10.58 | 16.21 |
| S | 0.18 | 0.53 | 0.03 | 0.15 | 0.03 | 0.12 | 0.13 | 0.12 | 0.14 | 0.19 |
| $\mathrm{D}_{50}$ | 1.50 | 3.50 | 2.00 | 2.50 | 1.75 | 3.00 | 3.00 | 2.50 | 2.50 | 2.50 |

Note: All units in mm.

Figure VI-19 compares the simulated and observed number of throughfall drops in each diameter class for the pooled storms. The agreement between observations and simulations is best between 0.250 mm and 3 mm . Unlike the observations from the event of 19 August 2009, the number of measured throughfall drops with diameters between 4 mm and 4.5 mm did not exceed the corresponding number in the rainfall above the canopy; however, the model successfully predicted the increased ratio for these two diameter classes.

Again, the most pronounced disagreement between the predicted and observed number of drops transpired for drops with diameters in excess of 5 mm . Figure VI-20 shows the location of drops with diameters larger than 6 mm . After the pooling of all
storms, these drops were present in the rainfall in larger numbers. A fraction of them found openings in the canopy and are now visible in the map. As with the data we presented for the 19 August storm, the locations with the higher counts of drops with diameters larger than 6 mm are still concentrated in the vicinities of the central row. Figure VI-21 shows how the counts of large drops vary with the distance from (left panel) and along the row (right panel).


Figure VI-19. Counts of drops of each diameter class featured in observed and simulated throughfall for all the simulated storms.


Figure VI-20. Two dimensional map of the location of throughfall drops with diameters larger than 6 mm . Colors represent the logarithm of the counts of drops for locations showing at least one drop. Results represent the accumulation of all simulated storms.


Figure VI-21. Distribution of the location of large throughfall drops with respect to the distance from the center of the row (left panel) and along the central row (right panel). Results represent the accumulation of all simulated storms.

Since we knew the distance from the locations where drops detached from the foliage to the surface of the ground, we could estimate the velocity of the indirect throughfall drops. Assuming that the drops from the direct throughfall didn't change their velocity, we computed the combined throughfall drop size and velocity distribution at ground level. Figure VI-22 shows the resulting diameter-velocity distributions for the simulated (left) and observed (right) datasets. We kept the color scheme for both pictures the same to allow for better comparison.


Figure VI-22. Diameter-velocity distributions of throughfall drops. The left panel shows the simulated distribution, and the right panel shows the corresponding measured distribution. The solid curves represent the velocities that drops are expected to develop after a fall of $0.3 \mathrm{~m}, 0.5 \mathrm{~m} 1.0 \mathrm{~m}, 1.5 \mathrm{~m}$, and 2.0 m , respectively. The last curve shows the Gunn and Kinzer terminal fall velocities.

Both panels identify a group of drops with diameters between 3.5 mm and 4.5 mm that have velocities consistent with a fall from less than 0.3 m . This group extends for a wider range of diameters in the simulated dataset, since the disdrometer could not sample the areas around the stem where our model indicates that most of the large throughfall drops are located.

The model did not overestimate the number of large drops for all storms. For one event, the trend of better predicting the number of drops with diameters smaller than 3 mm while overestimating the occurrence of large drops was inverted. Figure VI-23 shows the size spectra of drops in the total rainfall and observed and simulated throughfall for the 13 August 2009 storm. The agreement between the simulated and observed number of throughfall drops for the range of diameters between 5.5 mm and 7 mm was considerably better than it was for the other storms.


Figure VI-23. Comparison between the simulated and observed drop-size spectra for the 13 August 2009 storm.

While the disdrometer remained in the same place throughout the experimental campaign, the leaves, being flexible, could have shifted in response to external stimuli such as the wind. It is possible that leaf rearrangement could have changed the location where large drops were formed, directing more of them to the disdrometer sensing
volume. At this time, our canopy model is static and does not account for changes in leaf geometry or positioning. However, allowing changes in leaf azimuth could improve the quality of our estimations without adding considerable computational effort. Ideally, we would consider leaf flexibility and compute drop trajectories considering the surface's deformations.

> Assessment of the impact of instrumental uncertainty on the simulation results

Instruments are affected by uncertainty, which in turn impacts simulation results. In order to assess the potential impact of measurement error on the quality of the predictions, we used data simultaneously collected by four disdrometers that were collocated side by side at the Iowa City airport. We selected the storm of 08 August 2008 and simulated the rainfall partitioning, considering each disdrometer as a source of rainfall measurements. This data is part of the set used in Appendix A to evaluate the optical disdrometer's instrumental uncertainty.

Table VI-7 shows the resulting stemflow, throughfall, and canopy storage for the simulations that we ran using the rainfall data obtained with the four disdrometers. The values differ in absolute numbers; however, as illustrated by Table VI-8, the stemflow and throughfall fractions remained quite constant despite the $13 \%$ variation between the highest and the lowest rainfall accumulations. This indicates that the partitioning of rainfall into throughfall and stemflow is more sensitive to the canopy geometry than to rainfall characteristics, provided that you have enough rainfall accumulation to saturate the canopy.

Figure VI-24 compares the throughfall drop-size spectra from the four simulations. When we plot the ratio between throughfall and rainfall drop counts for each diameter class (left plot), we see a considerable divergence between the simulations run with data from different disdrometers. However, when we look at the logarithm of
the throughfall drop counts, the curves are much closer to each other, with the exception of the few last diameter classes. The agreement is especially good when we consider the divergence of the disdrometer drop-size spectra measured by the four instruments that is shown in Figure VI-25.

This indicates that the simulated throughfall drop-size spectrum, in absolute numbers, tends to less sensitive to differences in the rainfall drop-size distribution. Figure VI-26 shows the throughfall diameter-velocity spectra, which is also remarkably similar despite differences in the disdrometer data.

Table VI-7. Simulated partitioning of rainfall during the 8 August 2008 storm.

|  | Disdrometer 1 | Disdrometer 2 | Disdrometer3 | Disdrometer 4 |
| :--- | :---: | :---: | :---: | :---: |
| Rainfall | 20.87 | 18.18 | 19.21 | 19.80 |
| Stemflow | 9.30 | 7.98 | 8.44 | 8.68 |
| Throughfall | 11.59 | 9.92 | 10.49 | 10.84 |
| Storage | 0.12 | 0.12 | 0.12 | 0.10 |

Note: All units in mm.

Table VI-8. Simulated partitioning of the 8 August 2008's rainfall.

|  | Disdrometer 1 | Disdrometer 2 | Disdrometer3 | Disdrometer 4 |
| :--- | :---: | :---: | :---: | :---: |
| Rainfall | 1.00 | 1.00 | 1.00 | 1.00 |
| Stemflow | 0.45 | 0.44 | 0.44 | 0.44 |
| Throughfall | 0.56 | 0.55 | 0.55 | 0.55 |
| Storage | 0.01 | 0.01 | 0.01 | 0.01 |

Note: All terms are expressed as a fraction of the total measured rainfall.


Figure VI-24. The left panel shows the ratio between throughfall and rainfall drop counts for the four disdrometers. The right panel shows the throughfall drop-size spectra simulated using data simultaneously collected by four different disdrometers.


Figure VI-25. Comparison of the measured rainfall drop-size spectra measured simultaneously by four different disdrometers.


Figure VI-26. Comparison of the simulated throughfall diameter-velocity distributions using data simultaneously collected by four different disdrometers.

## Future work

The movement physics used in this model can be further refined. In the model's current state of development, once a drop is moving, it will not stop. We would like to improve the model by adding stopping mechanisms to the moving drops. This could be achieved by comparing the energy that is transformed from potential to kinetic energy and the energy that is dissipated by friction (modeled here as adhesion hysteresis).

Similarly, we would like to determine whether merged drops would move after they coalesce.

The leaf attachment points can also hold water. We would like to evaluate their storage potential and incorporate them as reservoirs in a future version of the model. That, along with allowing for the formation of water films on the leaves, would improve our estimation of canopy storage.

Making the canopy flexible is another improvement that we would like to implement. As we mentioned, this can be accomplished in two levels: the first would allow for changes in the azimuth of the leaves without changing the leaf's geometry; the second and more profound modification would incorporate changes in the leaves' geometries. While allowing for the rearrangement of leaves would not be expensive, changing the leaves' geometries would require the recalculation of coverage matrices and drop trajectories. This extra computational load could potentially be met by the use of parallel computing.

Since our model estimates the throughfall drop-size, velocity spectra, and dripping locations, we could use it to examine the impact of row and in-row distances on the occurrence and spatial distribution of areas with high kinetic energy flux under the canopy. Such a study would provide insight into the impact of different agricultural praxis on erosion potential, potentially leading to improvements in current soil loss models.

As is, our model is a good tool for assessing the impact of different physical phenomena on the characteristics of throughfall and the partitioning of rainfall by the canopy. However, the application of our detailed simulations to scales that are relevant to hydrological studies is unfeasible. Moving from explicit modeling of raindropvegetation interactions to a statistical framework could offer the improvement in performance required for the task. In the future, we would like to use the knowledge gained through our simulations to create a simplified multi-layer interception model using the framework of the two-layer stochastic model described by Calder (1996).

An alternative to abandoning the explicit drop movement framework is to simulate the interception of rainfall by various small canopies, each reproducing a set of canopy characteristics. These characteristics could be: different plant spacing, observed gap fraction, leaf zenith distribution and others. The full sized canopy could then be formed by grouping the small subsets. By considering each small canopy independent to the others, each simulation can run in one processor, in a multi-processor computer, allowing the simultaneous computation of the partitioning of rainfall by each small canopy.

## Conclusions

We presented a rainfall interception model that explicitly simulates the movement of raindrops through a three-dimensional digital representation of a maize canopy. The model can predict the throughfall, stemflow, and canopy storage totals as well as the throughfall size and velocity spectra and spatial distribution beneath the foliage.

Our model estimated that, on average, $55 \%$ of rainfall reaches the ground as throughfall, while the data acquisition campaign pointed towards $35 \%$. This indicates that our model overestimates throughfall generation. However, when we look at the spatial distribution of the throughfall, we see that a considerable fraction falls too close to the stems of the plants to be detected. This suggests that the disagreement between measured and simulated throughfall totals could be due to loss of water during the experiments.

Stemflow totals also appear to be overestimated by our model. Our simulations estimated that $44 \%$ of rainfall is directed towards the stem of the plants, with some variation between stems, while the observed value was around $39 \%$. We believe that the inability to account for water retention around the leaf collar and the predicted variability of stemflow from plant to plant cause this divergence. Water stored at each connection
would affect only the stemflow and lead to the underestimation of canopy storage and overestimation of stemflow fraction.

Our model identified dripping locations. Such areas are receiving much more water than otherwise uncovered areas would. The repeated localized dripping could lead to increased mobilization of soil particles that could be easily carried by runoff.

Contrasting measured and simulated throughfall drop-size spectra initially indicated that we were overestimating the number of drops with diameters exceeding 6 mm . However, our model indicates that these drops mostly fall close to the stems in areas that are unreachable by our disdrometers. Consequently, at this point we cannot refute the existence of drops of such diameter in larger than detected numbers.

Finally, we used simultaneously measured data from four disdrometers to assess the impact of instrumental uncertainty on the model's predictions. Even though we detected differences in the absolute vales of throughfall and stemflow accumulations, the throughfall and stemflow fractions estimated from the different instruments were quite similar. Furthermore, the throughfall drop-size and velocity spectra estimated using the different data sources were quite similar, indicating reasonable stability of our model.

## CHAPTER VII.

## SUMMARY

## Introduction

This chapter reviews the objectives outlined in CHAPTER II and discuss to what degree we met our original goals. Furthermore, we contrast and summarize the experimental and computational results, highlight the areas where our model results agreed with observations, and indicate limitations on the experimental and computational methods.

## Revisiting the original objective

The overall objective of this thesis is to understand rainfall interception processes. As stated in CHAPTER II, our ultimate goal is to predict the stemflow, throughfall and plant storage totals and characteristics, for a given storm and canopy structure. While the uncertainties inherent to our experimental methods prevented us from confidently estimate the amount of rainfall stored on the plants solely based on the observations presented in CHAPTER III, the additional insight provided by the computer simulations (CHAPTER VI) allowed the quantification of limitations in our experimental setup. On the other hand, our model also contains uncertainties and limitations. Contrasting simulation results with observations allowed us to identify improvements that can lead to a robust tool to estimate the location and quantity of rain water stored on a canopy.

Despite the listed limitations, we successfully created a model capable of estimating stemflow and throughfall totals and spatial distribution, given a threedimensional representation of a canopy and rainfall information. Moreover, we predict throughfall characteristics in the most fundamental level, i.e. the distribution of drop sizes and velocities. This unique capability allows the development of a variety of studies, e.g. the mechanistic modeling of erosion beneath maize canopies, the study of small scale soil
moisture heterogeneity due to the interaction of rainfall and crop canopies, and the assessment of the effects of different row configurations on the rainfall partitioning.

## Conciliating experimental and computational results

By pooling the rainfall, stemflow and throughfall measurements for the 10 studied storms in CHAPTER VI, we estimate that the throughfall and the stemflow accounts for $35 \%$ and $39 \%$ of the total rainfall, respectively, whereas our model points to higher values of $55 \%$ and $44 \%$ for the same quantities. An initial comparison of the simulated and observed throughfall and stemflow fractions indicates a considerable overestimation of these two quantities by our model. However, a deeper analysis of the spatial distribution of stemflow and throughfall predicted by our model shows that the positioning of our instruments could explain the disagreement to a certain extent.

Figure VI-17 (page 128) shows the throughfall spatial distribution. By revisiting this figure, we see a considerable number of dripping points located around the stems of the central row, i.e. the center of the figure. Because the edges of the throughfall collector were touching the stems of the plants, which were 20 mm in diameter, all dripping points located 10 mm to the right and to the left of the stems did not reach the throughfall collector. Figure VI-12 (page 121) shows how the fraction of throughfall changes with the distance from the stems, which allows us to estimate that approximately $13 \%$ of the throughfall was lost. By adding the estimated lost throughfall to what we measured, the throughfall fraction reaches a value of 0.45 , improving the agreement between simulations and experiments.

Our simulations also showed that the stemflow varies in adjacent plants. Figure VI-18 in page 129, shows the predicted stemflow on 9 plants in the center row. Even if we neglect the low stemflow fractions in the first and last plants, since a considerable part of their leaf areas were outside of the computational domain, we still see variation among plants. This variation indicates that depending on the positioning of the stemflow
collectors, we can measure different quantities. However, we believe that the cause of the stemflow overestimation by our model is due to not considering rainfall storage on the leaf collar. Intercepted rain water stored on the leaf collar would cause little change to throughfall totals, and should affect mostly the stemflow totals.

Comparison of the simulated and observed throughfall at the drop-size distribution level allowed a better explanation of the results presented in CHAPTER IV. With the knowledge gained through the computational study, we could confirm that indirect throughfall is the origin of the larger number of drops with diameter between 4 mm and 4.5 mm . The model also showed that presented drop attachment threshold cannot fully explain the elevated number of throughfall drops with diameter smaller than 1 mm and drop breakup through splashing is responsible for most of the observed increase.

Figure VI-19 (page 131) shows that the agreement between simulated and observed throughfall counts is not the same for all drop diameters, and is better for smaller drops. As with the throughfall height, lack of opportunity to sample dripping locations could explain the apparent overestimation of large drops by our model. Figure VI-21 (page 132) shows that our model predicted that more than $60 \%$ of drops with diameter in excess of 6 mm fell too close to the stems to be sampled.

## Conclusion

The interpretation of our experimental results is not straightforward.
Measurement uncertainties and limitations in our instrumentation affect the quality of our data. Therefore, calibrating our simulation results to force a better agreement can lead to an unrealistic rainfall interception model. The insight gained through the analysis of the simulation results allowed us to identify two critical improvements: one to the instrumentation, consisting of modifying the throughfall collectors to sample the area
between stems, and a second to our rainfall interception model, incorporating storage on each leaf collar.

# APPENDIX <br> ASSESSMENT OF THE THIES OPTICAL DISDROMETER PERFORMANCE 

## Introduction

The goals of the present study are to quantify the uncertainty of the drop diameter measurements obtained with Thies optical disdrometers and to determine the degree to which it explains the uncertainty of the instrument's rainfall rate and accumulation estimates. This uncertainty is represented here by the differences between the disdrometers' estimates, the disdrometers' and tipping bucket rain gauges' measurements, and the disdrometers' and Vaisala WXT510 compact weather station's measurements.

The following section discusses the experimental setup, including a description of the instruments and calibration device that we designed, followed by a description of the two computer simulations we developed. The first simulation assesses the influence of beam pattern in determining drop diameter, whereas the second simulation propagates the uncertainty of the diameter measurement to the rainfall accumulation estimates. We then discuss the results, beginning with an analysis of the calibration data. Subsequently, we present a method to filter improbable errors in the disdrometer measurements, followed by a comparison of disdrometer, WXT510, and tipping bucket rainfall accumulation results. We then examine the propagation of the uncertainty in the diameter measurements of the rainfall accumulation estimates and end with a summary of our findings and the conclusions.

## Background

Improving our understanding of the spatial and temporal variability of rainfall characteristics requires a dense network of instruments that can provide drop-size distribution (DSD) measurements. The instruments must be: robust and reliable enough to withstand variable weather conditions throughout the year, easy to calibrate or
calibration-free to minimize operation costs, inexpensive, and able to measure drop sizes accurately. Optical disdrometers are relatively new instruments that have the potential to meet these requirements. Although the performance of impact disdrometers is well documented (Joss and Waldvogel, 1977; Kinnell, 1976; Licznar et al., 2008; Tokay et al., 2005; Tokay et al., 2001; Tokay et al., 2003), the error characteristics of their optical counterpart are not yet fully understood.

In an early attempt to ascertain the error characteristics of optical disdrometers, Donnadieu (1980) evaluated the performance of a photoeletric spectropluviometer in conjunction with a Joss-Waldvoguel (JW) impact disdrometer. The author compared the velocity readings with the Gunn and Kinzer velocity relation (Gunn and Kinzer, 1949) as well as with the drop-size distribution, rainfall rate, and radar reflectivity as measured by the two disdrometers and found discrepancies between the drop velocity measurements and the Gunn and Kinzer relation. They subsequently proposed corrections to the JW data to account for these deviations. The proposed corrections for the JW disdrometer in terms of the rainfall rate and liquid water content represent a decrease of $12 \%$ and $17 \%$, respectively. However, the limitations of the optical technology were not discussed in depth.

Many other optical disdrometers can be found in the literature, and each attempts to either decrease the instrument's uncertainty by lessening its susceptibility to a perceived source of uncertainty or to increase its range of measurable drops. For example, Hauser et al. (1984) describe the optical spectropluviometer (OSP), which works similarly to the Thies optical disdrometer employed in the current study. The OSP calculates the diameter of rain drops by determining the decrease of a photo receptor's output caused by partial shading of an infra-red laser beam. Assuming that drops can be accurately measured when their signature exceeds twice the root mean square noise intensity of the system, the authors estimate that their instrument can measure drops as small as 0.14 mm in diameter. However, additional unsuppressed 50 Hz rumble noise in
the power lines at the test location prohibited measurement of drops smaller than 0.3 mm in diameter.

The prismatic light beam commonly employed in optical disdrometers makes them susceptible to errors derived from non-vertical drop trajectories. Illingworth and Stevens (1987) as well as Grossklaus et al. (1998) designed disdrometers with cylindrical and annular beams, respectively. Grossklaus et al. (1998) supported the claim that the proposed geometry is less affected by non-vertical drop trajectories. Due to these instruments' larger sampling volume, the detection of simultaneous drops is an issue. The instrument described by Grossklaus et al. (1998) incorporates a correction method, but the authors do not provide details.

Even in optical disdrometers with smaller sampling volumes, the detection of simultaneous drops is a problem, especially during intense precipitation. Raasch and Umhauer (1984) discussed the problem and proposed a correction that could reduce this error in the measurement of drop-size distribution. The authors demonstrated the effect of the original size distribution's shift towards larger sizes for a given particle concentration. By assuming that particles are uniformly distributed in the air, they used the Poisson distribution to calculate the probability of encountering a particle inside the volume. The authors proposed an iterative method to retrieve the original particle size distribution and, therefore, to correct the measurements by further assuming that the shape of a single scattered light signal approaches a rectangular impulse and that this signal always exceeds the minimum measurable threshold, neglecting dead time, and assuming that signals from simultaneous drops are additive.

Loffler-Mang and Joss (2000) used computer simulations to determine the susceptibility of optical disdrometers to detect simultaneous drops and found the probability of simultaneous drops occurring to be as high as $10 \%$ during intense rainfall events. Due to this perceived potential error, the authors incorporated into their prototype device the correction proposed by Raasch and Umhauer (1984) that resembles the later

Thies optical disdrometer. Although their prototype increased the observable range of raindrop sizes, it introduced the need for calibration in order to determine the behavior of the electronic components and the optical systems.

The sensitivity of optical disdrometers to wind-induced errors motivated the use of computational fluid dynamics to study the modification of drops' trajectories by the air movement. Nespor et al. (2000) simulated the airflow around an unmodified twodimensional video disdrometer (2DVD) in order to assess the potential of wind as a source of error in the measurement of rainfall and drop-size distribution. They tested nine different wind velocities, varying from 1 to $12 \mathrm{~m} \mathrm{~s}^{-1}$, and six different angles, ranging from $0^{\circ}$ to $45^{\circ}$. When the authors observed the main flow around the instrument and recirculation inside the instrument measuring chamber, they detected a complex flow pattern. The effects of the wind flow patterns on the measurement of drop-size distribution were not quantified at that time.

Concerned with the effects of the instrument's aerodynamics, Habib and Krajewski (2001) simulated airflow around the instrument to evaluate the possible impacts of the change in the raindrops' movement. The results of the simulation showed that wind effect is a potential source of error in the measurement of drop-size distribution by the 2DVD. The authors concluded that computational fluid dynamics (CFD) could be used to assess different instrumental geometries in the future design of meteorological instruments. More recently, Constantinescu et al. (2007) employed CFD to study the wind's effects on tipping bucket rain gauges and demonstrated that these instruments are also vulnerable to wind-induced errors.

Ciach (2003) used a network of 15 identical collocated gauges to analyze the error characteristics of tipping bucket rain gauges and found that random errors are dependent upon the rainfall intensity and the timescale. He used nonparametric regression to estimate and model these dependencies. The author defined the local error of single rain gauges as a relative deviation from the average of the 15 gauges at the desired time scale,
and he ultimately found that the tipping bucket's standard error decreases with increasing rain rate and integration interval. Other studies that evaluated the spatial and/or temporal sampling uncertainties of rain gauges include Nystuen (1998) and Villarini et al. (2008).

Miriovsky (2003) examined the spatial variability of the DSD on a radar sub grid scale, i.e. about $1 \mathrm{~km}^{2}$. They used different disdrometers that were deployed inside an area of $1 \mathrm{~km}^{2}$ but ultimately concluded that they could not separate the natural variability from the instrumental variability. This study motivated a later effort by Krajewski et al. (2006), who installed a 2DVD, a Dual Beam Spectropluviometer (DBS), and a Parsivel disdrometer at the Iowa City, Iowa municipal airport. By installing the instruments close together, they could neglect the natural variability, and the detected differences could be attributed to instrumental variability. The authors found significant discrepancies between the disdrometers as well as between the disdrometers and rain gauges, with higher differences occurring during heavy rainfall events.

To improve the measurement of solid precipitation, Barthazy et al. (2004) created an optical disdrometer called the Hydrometeor Velocity and Shape Detector (HVSD). It was designed to measure particles larger than 1 mm , and it consists of a light source, a receiver, and a personal computer for data acquisition. Due to the trapezoidal shape of the light sheet, the position of the hydrometeor along the beam introduces error by interfering with the diameter estimate. The authors estimated the error in the measurement of the diameter of raindrops to be about +-60\% for sub-millimeter particles and $+-6 \%$ for particles larger than 1 mm . Measurements were compared to Berry and Pranger's fall velocity calculations (Berry and Pranger, 1974) and showed slower mean velocities for drops smaller than 1 mm , good agreement for drops between 1 mm and 2.5 mm , and higher velocities for larger drops. The comparison between the DSD measured by JW and the HVSD showed an underestimation of sub-millimeter drops by the HVSD.

Tokay et al. (2005) evaluated the error characteristics of the JW impact disdrometer. The instrumental setup varied from two to six JW disdrometers, and, for a limited time, a two dimensional video disdrometer and a tipping bucket rain gauge. During three months of six JW units working uninterruptedly, four JW units showed excellent agreement in rainfall, while the other two overestimated or underestimated the total accumulation by $15 \%$ and $11.5 \%$, respectively. Rate-wise, the maximum difference between individual disdrometers and the average varied from $10 \%$ to $35 \%$ at the 1 minute level. The error magnitude did not appear to be correlated to rainfall intensity.

Lanzinger et al. (2006) compared three Thies Laser Precipitation Monitors (LPMs) with a pit gauge and found that the LPMs consistently measured higher rainfall amounts than the pit rain gauge, especially during higher intensities. At the end of the examined period, the three disdrometers presented average daily deviations from the pit gauge measurements of $5.3 \%, 15.0 \%$, and $20.2 \%$, respectively. The authors suggested that these consistent differences point to calibration problems. They also hypothesized that the association of higher errors with high intensity storms could be caused by the misinterpretation of multiple simultaneous drops as single large drops and indicated that the real reasons for the errors could be found through further analysis of the particle size spectra.

Varying sensitivity to specific drop sizes represents another source of discrepancy between instruments that employ diverse measurement techniques. For instance, Campos and Zawadzki (2000) compared the estimates of the radar reflectivity - rainfall rate relationship given by three types of disdrometers: (1) the impact based disdrometer (JW), (2) the optical disdrometer (optical spectro pluviometer, OSP), and (3) a radar based disdrometer called a precipitation occurrence sensor system (POSS). They found that after removing drops smaller than 0.7 mm in diameter, the agreement of the drop-size distribution level was good. However, despite the good agreement of the DSD, there were significant differences between estimates of the parameters of Z-R relationships and
between parameters estimated from the same instrument with different techniques. The authors concluded that one should proceed with caution when comparing results obtained from different instruments or techniques.

Caracciolo et al. (2006) compare an X-band continuous wave disdrometer called Pludix with a 2DVD, a JW, and Tipping bucket rain gauges. The Pludix was designed to classify precipitation and measure drop-size distribution, instantaneous rainfall rate, and rainfall accumulation at a lower cost and requires lower maintenance than impact disdrometers. Pludix can detect larger drops, whereas JW can detect smaller ones. The analysis of the rainfall amounts showed that the Pludix often underestimates the light to moderate events, with respect to the tipping bucket rain gauge and the JW; however during high intensity storms, the trend is inverted, which is consistent with the difference in the range of measurable drops between the JW and the Pludix.

More recently, Brawn and Upton (2008) presented a method to estimate the parameters for gamma drop-size distribution that minimize the bias and imprecision caused by the inability to measure smaller drops with disdrometers. The authors briefly illustrate how sampling variability affects our perception of the drop-size distribution. They present a hypothetical case in which the drop-size distribution is constant over time and homogeneous in space. In this scenario, an observer would still believe that drop size varies with time and space due to the fact that disdrometer observations represent only a sample of the population of raindrops. The small-scale variations would then affect our perception of the real natural distribution. The authors used data obtained with the Joss-Waldvogel impact collected between August 2002 and June 2003 and also examined a more limited data set collected with a Thies LPM. The authors found that the optical disdrometer's capability to see a wider range of drop sizes improved the estimation of the gamma distribution parameters.

Cao et al. (2008) evaluated the use of two-dimensional video disdrometers associated with polarimetric radar to characterize rain microphysics. The authors
proposed an approach to quantify the uncertainty associated with limited sampling volume on the determination of parameters used to describe drop-size distributions. The truncated moment fit method described by Vivekanandan et al. (2004) was used to fit three gamma distribution parameters to the data retrieved by two 2DVDs.

The sampling error was described by the fractional standard deviation, which equals the error standard deviation divided by the time-average of all available data. The authors found that the fractional standard deviation (FSD) increased with the increasing moment order and that the correlation between different moment orders decreases with an increase in the distance between moments. According to Zhang et al. (2003), the FSD and the correlation coefficient between different moment orders, are important because they determine the standard errors of parameters estimated through DSD.

These works suggest that although disdrometers can offer insight into the microphysics of rain, one should recognize their limitations. Despite considerable previous work, we still need a rigorous examination of the implications that uncertainty has for drop diameter estimation, and we still don't fully comprehend how these uncertainties propagate to higher order moments.

## Materials and methods

Experimental setup
Five Thies Laser Precipitation Monitors, hereafter referred as LPM, were collocated in the Iowa City Municipal Airport and placed every three meters in a northsouth oriented line. A dual tipping bucket station (MRO01) and three Vaisala compact weather stations (WXT510) operate in the same area, separated by eight meters from the center of the disdrometer line. Three dual tipping bucket stations (ICA01, ICA02, and ICY13), organized in an equilateral triangle with 100 m sides, also operate in the area.

Figure A-1 summarizes the approximate location of the instruments and data availability.


Figure A-1. Experimental setup showing the approximate location of the instruments and summary of data availability.

The disdrometers were operational from 4 July 2007 until 03 April 2009, with an interruption from 15 June 2008 to 26 June 2008, when power to some sections of the airport had to be discontinued. Interruptions for calibration occurred from 30 June 2008 to 7 July 2008 and from 21 July 2008 to 09 August 2008. The tipping buckets were removed from the field during the winter, so data was not available before April 2007 and between November 2007 and May 2008. Tipping bucket data was also not available from 13 June 2008 to 26 June 2008 due to the temporary relocation of our data servers. Two of the WXT510 stations were operational from 30 July 2007 to 03 April 2009 while
the third station was operational from 30 July 2007 to 08 August 2008. All three Vaisala Weather stations were down from 15 June 2008 to 26 June 2008 for the same reason as the disdrometers.

## Timing synchronization

The LPM uses its internal clock to send one data telegram to the computer every minute. The software sold with the disdrometers disregards the instrument's internal clock and saves each block of 60 entries in a file that is named according to the computer's time in the format YYYYMMHH. As the data acquisition doesn't synchronize the disdrometers' internal clock with the computer's clock, the time derived from the file name is the only available source of data timestamp. The instrument cannot be set to work with different intervals nor can it send telegrams on demand. For this reason, the best time accuracy that can be achieved is one minute.

The four LPM's and the two Vaisala compact weather stations were connected to a single computer. Since they all used the computer time to save their data, they can be considered synchronized. The computer was connected to the internet through a wireless internet service and was supposed to synchronize with time servers, thereby keeping its internal clock as coordinated with the tipping bucket network as possible. Difficulties with internet service kept the computer from regularly synchronizing its clock with time servers. As this drift happens over time, it cannot be fixed simply by shifting the whole time series. Whenever it happened, it affected the LPMs and the compact weather stations in the same way, interfering with comparisons between tipping buckets and disdrometers. To overcome this problem with synchronization, we compared tipping bucket rain gauges and disdrometers only at one-hour accumulation levels and maximized the correlation coefficient between disdrometers and tipping bucket measurements for each storm separately.

Data binning
As mentioned, LPM can work in three different basic modes: drop-by-drop, oneminute accumulation, or tipping bucket-simulated mode. In the drop-by-drop mode, the instrument sends diameter and velocity measurements as well as status information to the computer upon an event, i.e. every time a drop crosses the laser beam. In the one-minute accumulation mode, the instrument sends a telegram containing the disdrometer's information, one and five minute rainfall-rate, visibility, type of precipitation and radar reflectivity, and a two dimensional matrix containing a count of all the drops recorded along the past minute.

This work uses the one minute accumulation mode, since the drop-by-drop mode requires an extremely high transmission rate because the number of drops passing the disdrometer's sensing volume can be large. For example, we recorded as many as 16,000 drops in a minute, with each telegram containing up to 50 characters. For this setup, even the maximum bandwidth might not be enough to convey all the information that could potentially result in the loss of data.

A table (22 lines and 20 columns) containing a summary of all drops recorded is provided each minute. Each element of this table is associated with a diameter and speed class. The first element stores the number of drops with a diameter between 0.125 and 0.250 mm and a speed of between 0 and $0.2 \mathrm{~m} / \mathrm{s}$; the second element stores the number of drops with the same diameter but with speeds between 0.2 and $0.4 \mathrm{~m} / \mathrm{s}$. The following 20 elements encompass all velocities for the next diameter class and so on, covering diameters from 0.125 mm and 8 mm and velocities ranging from $0.2 \mathrm{~m} / \mathrm{s}$ to $10 \mathrm{~m} / \mathrm{s}$. The result is a total of 440 bins. For more details, refer to the instrument's manual (Thies Clima, 2007).

## Calibration Device

The uncertainty associated with the rainfall-rate measurement comes from various sources; one is the error in the estimation of the diameter of the volume-equivalent drop. The error in diameter propagates to other moments and can cause systematic and random deviations. Preliminary data analysis showed the existence of bias among the disdrometers. The bias motivated us to develop a calibration procedure in which the diameter of a well-known sphere would be repeatedly measured by the disdrometer and then contrasted to its nominal diameter.

We developed an instrument capable of deploying spheres of two, three, four, five, and six millimeters in diameter on approximately the same point of the disdrometer's laser sheet. Figure A-2 shows the schematics of the calibration device, which consists of a reservoir for the spheres, ending in a tunnel that leads them to the loading rod. The loading rod has a set of grooves, each one matching the size of the sphere currently being used. When the groove is aligned to the reservoir, it allows one sphere to be loaded. The loaded sphere is deployed when the loading rod is moved to the release position; its loaded groove is aligned with an opening at the bottom of the calibration device; and the sphere is released. The calibration device has two supports that adjust to the disdrometer's frame and align the center of the device's outlet with the center of the laser beam. The release height of the spheres was chosen to provide the spheres with enough height to achieve a velocity of approximately one meter per second at the height of the beam.

We checked the steel spheres' diameters with a caliper and found no deviations from their nominal diameter to a tenth of a millimeter. Consequently, we assumed that the nominal diameter is the real diameter of the sphere, which allows us to refer to the difference between disdrometer measurement and nominal diameter as a measurement error. The average error for each instrument is an indication of bias in the diameter
measurement, while the standard deviation of the error will characterize the precision of the diameter measurement.


Figure A-2. Schematics of the calibration device alongside with a picture of the device set on a disdrometer during a field calibration.

## Simulation studies

Computer simulation of the calibration procedure assuming different beam patterns

We developed a computer routine that simulates the functioning of the LPM to better understand the reasons for the discrepancies between nominal and measured diameters found during calibration. We hypothesized that the differences in the measurements come from inhomogeneities on the laser beam pattern due to imperfection on the lenses which cause the measured diameter to be dependent upon the location where the sphere falls.

We tested three arbitrary beam patterns, all based on a Gaussian distribution, with the edges of the beam corresponding to different percentiles of the distribution
controlling how uniform the beam is. The most uniform condition corresponds to using the $50 \%$ central area of the Gaussian distribution (cropped at the 12.5 and 87.5 percentiles). The other two cases used the $75 \%$ and $99.6 \%$ central area of the Gaussian distribution, respectively. Figure A-3 shows the simulation schematics for the first examined beam pattern and illustrates the effects of the position, where the drop enters the sensing volume, on the measured diameter.


Figure A-3. Simulation schematics performed to estimate the error in the diameter measurement caused by an assumed Gaussian beam pattern with the tails removed at the 25 th percentile and 75th percentile. Only the two extreme cases are shown, when a sphere falls

Propagation of the diameter measurement uncertainty into rainfall accumulation using a Monte-Carlo simulation

We developed a Monte-Carlo simulation to propagate the uncertainty in the diameter measurement to the rainfall-rate estimation. We used the 2008 calibration data as an estimate of the uncertainty in the measurement of sphere diameters and fitted statistical distributions to the relative discrepancies between measured sphere diameter and nominal sphere diameter for each disdrometer separately. We chose four scenarios
for this study, each composed of one hour rainfall measurements, with rainfall accumulations of $5.8 \mathrm{~mm}, 12.3 \mathrm{~mm}, 15.33 \mathrm{~mm}$, and 31.9 mm , respectively. To explore the effect of different diameter error configurations on the calculation of the rainfall accumulation, we created several error distributions that were based on the beta distribution and normalized to reflect a multitude of average and standard deviations of the relative deviations from the nominal diameter.

The simulation comprised the reading of the raw disdrometer data, integration in time to obtain one-hour drop matrices, construction of one vector per examined hour containing the diameter of each drop (simulating drop-by-drop measurements), subtraction of the simulated error from the diameter measurement, and subsequent recalculation of the rainfall rate. Analysis of the Monte Carlo simulation convergence indicated that repetition of this calculation about 1,500 times is enough to allow the determination of the average and standard deviation of the difference between simulated and original rainfall accumulation. This relatively low value is due to the elevated number of drops collected during one hour of rain which, for one of the studied cases when the accumulation was approximately 31.9 mm , exceeded 360,000 drops.

## Results and discussion

## Calibration

The purpose of the calibration procedure is to check the diameter measurements and, if necessary, correct them. In our first attempt, we concentrated on uncertainties associated with the measurement of spheres, although we recognize that raindrops are not perfectly spherical. As the instrument is not able to measure the shapes of hydrometeors, our goal with this simplified and idealized case is to define the lower limit for the disdrometer uncertainty. Considerations about raindrop shape would be possible if we used two-dimensional video disdrometers (Kruger and Krajewski, 2002).

We repeated the procedure four times. The first time began in 2005 when the calibration was done outdoors and ended in 2006 when the instruments were sent to the manufacturer for repair and upgrade. When the instruments were returned in the beginning of 2007, we conducted an indoor calibration on two of them before sending all instruments back to the field. After another year and a half of operation, we repeated the outdoors calibration procedure from July through August of 2008. The instruments remained in operation until April of 2009 when we brought them back indoors and executed a final round of calibration to assess the integrity of the instruments. Table A-1 presents statistics summarizing the evolution of the calibration results throughout the years.

We tested different materials to examine the influence of the sphere transparency and smoothness on the results. We tried glass (borosilicate), white rough plastic (nylon), dark smooth plastic (Polyamide-imide), and steel. Table A-2 shows the comparison of the average error and the standard deviation of the error for different materials on the same instrument. Despite the different behavior of the instrument with respect to the sphere's constituting material, we decided to remain with steel spheres as they are more readily available in the desired diameters.

Table A-1 shows the evolution of the average error alongside the error standard deviation over the years. The calibration executed in 2005 revealed that, on average, all four disdrometers were underestimating the diameter of the spheres by approximately half a centimeter, which presents a rather large bias if one considers that all errors in the estimation of the diameter are raised to the power of three when the rainfall rates are calculated. We applied the calibration curves obtained in 2008 to the disdrometers' raw data in the comparison of rainfall accumulations, as they were closer to the conditions the instruments faced during the storms. The dataset, which comprises at least 100 measurements per diameter, is shown in Figure A-4 to illustrate how dispersed the measurements can be.


Figure A-4. Calibration data obtained in 2008. Solid lines represent the $1: 1$ line, points on the left of it are underestimating the diameter of the sphere and points on the right are overestimating their size. The calibration curves discussed in the next section come from linear regression on each of these panels.

Table A-1. Evolution of the calibration for the five disdrometers.


Note: Before 2006 the instruments were referred to as Disdrometers 1 to 5 . During the repair and update, the manufacturer introduced the identities $0033,0034,0037,0038,0068$ in the disdrometer communication protocol, which were used after that date.

Table A-2. Summary of the calibration attempts using different materials: glass (Borosilicate), dark plastic (Polyamide-imide), white plastic (Nylon) and steel, respectively.

|  | Glass | Brown plastic | White plastic | Steel |
| :---: | :---: | :---: | :---: | :---: |
| Number of measurements | 241 | 178 | 312 | 310 |
| Nominal diameters (mm) | $\begin{aligned} & \text { 2.38, 3.18, } \\ & 3.96,4.76,5.53 \end{aligned}$ | 3.18, 3.46, 4.76 | $\begin{aligned} & 2.38,3.18,3.96, \\ & 4.76 \end{aligned}$ | $\begin{aligned} & 2,3,4,5, \\ & 6 \end{aligned}$ |
| Ave. error (mm) | -0.68 | -0.66 | -0.76 | -0.49 |
| $\sigma$ (mm) | 0.48 | 0.59 | 0.73 | 0.41 |

Note: Average error corresponds to the average difference between the disdrometer measurement and a sphere's nominal diameter and $\sigma$ stands for the standard deviation of the referred differences.

Table A-3. 2009 Calibration results for each examined diameter.

|  | 33 |  | 34 |  | 37 |  | 38 |  | 68 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Nominal diam. (mm) | Ave. error (mm) | $\sigma(\mathrm{mm})$ | Ave. error (mm) | $\sigma(\mathrm{mm})$ | Ave. error (mm) | $\sigma(\mathrm{mm})$ | Ave. error (mm) | $\sigma(\mathrm{mm})$ | Ave. error (mm) | $\sigma(\mathrm{mm})$ |
| 2 | 0.16 | 0.22 | 0.12 | 0.17 | 0.16 | 0.13 | -0.13 | 0.44 | -0.12 | 0.22 |
| 3 | $0.32$ | $0.20$ | $0.24$ | $0.18$ | $0.19$ | $0.16$ | $-0.26$ | $0.51$ | $-0.04$ | 0.15 |
| 4 | 0.48 | 0.15 | 0.29 | 0.25 | $-0.09$ | 0.32 | -0.09 | 0.47 | $-0.04$ | $0.13$ |
| 5 | 0.58 | 0.13 | 0.34 | 0.24 | 0.12 | 0.29 | -0.30 | 0.43 | -0.09 | 0.14 |
| 6 | 0.65 | 0.11 | 0.44 | 0.21 | 0.26 | 0.17 | -0.28 | 0.44 | -0.11 | 0.18 |

Note: 200 repetitions were conducted for each diameter, which corresponds to a total of 1000 measurements per disdrometer.
Average error corresponds to the average difference between the disdrometer measurement and a sphere's nominal diameter and $\sigma$ stands for the standard deviation of the referred differences.

We repeated the calibration procedure once more, this time indoors, in 2009. This time, we measured 200 spheres of each diameter, which resulted in a sample size of 1000 observations per disdrometer. A closer examination of these results, presented in Table A-3, reveals an increasing average error on the disdrometers 33 and 34 with increasing sphere diameters, which is consistent with errors caused by non-homogeneous beams. To clarify this, let us examine how an instrument with a homogeneous beam estimates the sphere's size.

The diameter of a falling hydrometeor is estimated by the magnitude of the drop in the photodiode's voltage. This drop occurs when an object completely or partially blocks the laser beam illuminating the diode. The larger the object is, the larger the blocked beam area. In the homogeneous beam case, the shaded area is linearly related to the amount of energy that reaches the photodiode despite the location where the hydrometeor falls, provided that it falls entirely on the beam. The amount of energy reaching the diode is translated to the body's diameter.

The shaded area can be calculated with the use of equation A-1, which uses a Cartesian coordinate system where x is a horizontal axis running along the beam, i.e. pointing from the emitter towards the receiver with its origin on the center of the beam, y is a second horizontal axis that runs across the beam, and the $z$-axis is a vertical axis originating on the vertical center of the beam, as illustrated in Figure A-3.

The other terms in equation A-1 are $A$, which stands for the maximum area of the beam that is shaded by the sphere, $d$, which is the diameter of the sphere, and $h$, which is the height of the beam. Equation A-1 is valid if the diameter of the sphere is larger than the beam height $(0.75 \mathrm{~mm})$ and if the body doesn't hit the horizontal edges of the beam, i.e. the $y$-coordinate of the center of the sphere is within the limits presented in equation A-2, where $W$ stands for the beam width, which is 20 mm , and $d$ is the diameter of the body, which varies from 2 to 6 mm in the investigated cases. The maximum shaded area is achieved when the center of the sphere is aligned with the vertical center of the beam.

$$
\begin{align*}
& A=h \cdot \sqrt{d^{2}-\left(\frac{h}{2}\right)^{2}}+\frac{d^{2}}{4} \cdot \sin ^{-1}\left(\frac{h}{\mathrm{~d}}\right)  \tag{A-1}\\
& \frac{W-d}{2} \geq y_{c \geq} \frac{d-W}{2} \tag{A-2}
\end{align*}
$$

In existing optical disdrometers, the energy emitted by the beam is non-uniform, adding more uncertainty to the estimation of the diameter. With a varying intensity, the received power is no longer linearly related to the shaded area, and different sections of the beam will be more or less efficient in blocking the beam's energy. To demonstrate the influence of the beam power distribution on the estimation of the diameters, we conducted a Monte Carlo simulation assuming 3 different beam patterns. The beam pattern "A" corresponds to the center section of a normal distribution encompassing 50\% of the total area under the curve, beam pattern " B " includes $75 \%$ of the total area; and " C " includes $99.7 \%$ of the original area. The calibration device deploys the spheres on the center of the beam with a certain variation, which is normally distributed with a zero average and a varying standard deviation according to equation A-3.

$$
\begin{equation*}
\sigma_{y}=\frac{1}{3}\left(\frac{W-d}{2}\right) \tag{A-3}
\end{equation*}
$$

Our analysis of the number of iterations necessary for the convergence of the average error in the diameter measurement pointed towards 3,000 . To estimate the standard deviation of the error, 10,000 iterations were required.

According to the disdrometer's manufacturer, the original factory calibration is done with 4 mm spheres deployed at 15 different beam positions. Using the simulation, we estimate the factor that we must apply to all simulated diameters in order eliminate the bias at the 4 mm diameter. Table A-4 shows the results of the average, standard deviation, and skewness of the error in the diameter measurement for the three different beam patterns. The average error decreases until it reaches 0 at the 4 mm spheres and then increases. For distributions " A " and " C ", the standard deviation increases with the increasing diameter, while for distribution "B", the standard deviation decreases with increasing sphere diameters. Figure A-5 shows the distribution of the relative differences
between simulated and nominal diameter for the three cases. The right panel shows a slight increase in the probability distribution around -0.3 , which resembles what happens with disdrometers 34 and 37 in Figure A-6.

Table A-4. Average error and error standard deviation derived from the simulated calibration, assuming a Gaussian beam pattern with the tails removed at the $25^{\text {th }}$ percentile and $75^{\text {th }}$ percentile and a normally distributed sphere position across the beam with average 0 and standard deviation according to the sphere diameter.

| Beam <br> Pattern | Diameter <br> $(\mathrm{mm})$ | Average error <br> $(\mathrm{mm})$ | Average <br> relative error | Error standard <br> deviation $(\mathrm{mm})$ | Error skewness <br> $(\mathrm{mm} 3)$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  | 2 | -0.674 | -0.337 | 0.04 | -21.38 |
|  | 3 | -0.004 | -0.001 | 0.09 | -9.27 |
| A | 4 | 0.000 | 0.000 | 0.11 | -7.13 |
|  | 5 | 0.003 | 0.001 | 0.11 | -6.47 |
|  | 6 | 0.001 | 0.000 | 0.12 | -7.22 |
|  | 2 | -0.097 | -0.049 | 0.07 | -2.81 |
|  | 3 | -0.004 | -0.001 | 0.07 | -3.93 |
| B | 4 | 0.000 | 0.000 | 0.06 | -3.07 |
|  | 5 | -0.124 | -0.025 | 0.04 | -2.63 |
|  | 6 | -0.126 | -0.021 | 0.04 | -2.87 |
|  | 2 | -0.070 | -0.035 | 0.56 | -1.18 |
|  | 3 | 0.016 | -0.005 | 0.75 | -1.46 |
| C | 4 | 0.000 | 0.000 | 0.89 | -1.46 |
|  | 5 | 0.033 | 0.007 | 0.98 | -1.65 |
|  | 6 | 0.566 | 0.094 | 1.29 | -5.59 |

Note: Total number of iterations of 20,000 per sphere diameter.
Figure A-6 shows the differences between the measured and nominal diameters for all 5 diameters with 200 measurements per diameter, as measured in the 2009 calibration as well as the simulated results using the $50 \%$ Gaussian beam pattern. Even though the magnitudes of the average error, error standard deviation, and skewness do not match those of the real data, the overall pattern of the simulated data is similar to
what disdrometers 33,34 , and 37 presented, in which both distributions are negatively skewed with long tails and a comparatively sharp cut on the right side.


Figure A-5. Probability density plots of the relative difference between the simulated diameter and the nominal diameter for three alternative beam patterns. The left panel employed a beam power distribution that corresponds to the $75 \%$ central area of a normal distribution. The central panel's beam pattern utilized $50 \%$ of the central area of a normal distribution and, the right panel shows a more extreme case, when $99.6 \%$ of the normal distribution is used to represent the beam pattern.

In Table A-5, disdrometers 37, 38, and 68 showed minimum absolute average error for the diameter of 4 mm , which is also the case for the simulated data shown in Table A-4. The behavior of the error standard deviation obtained through calibration wasn't similar to any of the three simulated beam patterns. We see two possible reasons for the disagreement. The first is the small number of measurements, while the second relates to the choice beam patterns for the simulations. Our study of the Monte Carlo simulation convergence indicated that thousands of repetitions per diameter are needed to reliably estimate the error standard deviation. In the experiment, we had 200 measurements per diameter, which might not have been enough to accurately determine the error standard deviation.


Figure A-6. Probability density plots for the 2009 calibration for each of 5 instruments alongside the results from the computer simulated calibration. Experimental plots generated from 1000 measurements of spheres with diameters of $2,3,4$, 5 , and 6 mm ( 200 repetitions per diameter) for each instrument. Simulated plot representing measurements of $2,3,4,5$, and 6 mm spheres with 10,000 measurements each.

Table A-5. Summary of simulation results showing how drops of 2, 3, 4, 5, and 6 mm would be seen if they fell on the edge of the beam as opposed to falling on the center, assuming a Gaussian beam pattern with the tails removed at the $25^{\text {th }}$ and $75^{\text {th }}$ percentile.

| Diameter | Position | Estimated diameter <br> $(\mathrm{mm})$ | Variation amplitude <br> $(\mathrm{mm})$ | Blocked <br> Power |
| :--- | :---: | :---: | :--- | :--- |
| 2 | center | 2.14 | 0.34 | $11 \%$ |
|  | edge | 1.80 |  | $9 \%$ |
| 3 | center | 3.22 | 0.48 | $16 \%$ |
|  | edge | 2.74 |  | $14 \%$ |
|  |  |  | 0.57 |  |
|  | center | 4.29 |  | $21 \%$ |
|  | edge | 3.72 | 0.63 | $18 \%$ |
| 5 | center | 5.36 |  | $27 \%$ |
|  | edge | 4.72 | 0.67 | $24 \%$ |
|  |  |  |  | $32 \%$ |
|  | center | 6.41 | 5.75 |  |

As shown in Table A-4, the standard deviation can increase or decrease with increasing sphere diameters, depending on the selected beam pattern. At this point, we have no measurements of disdrometers' beam power distributions, and we have only studied a small number of arbitrary distributions. Future work involves developing a method to obtain these distributions. The measured beam pattern will be used in the simulation to obtain a more realistic representation of instrument operation. Most likely, a combination of the two described factors, along with others still unknown at this time, is responsible for the lack of uniformity.

## Data filtering

Upon consideration of the one-hour accumulations readings calculated from the disdrometer results, we found some suspicious points where only one disdrometer
reported drops. One of these points registered readings as high as 114 mm of accumulated rainfall in one hour. The unlikelihood of such a localized and intense rainfall led us to further investigate that hour. When examining the drop-size distribution at that moment, we found a pattern that is highly unlikely to be associated with natural rainfall, as shown in Figure A-7.


Figure A-7. Suspicious drop-size distribution registered during a 1 -hour event detected by a single disdrometer. The distribution showed as a reference corresponds to the Marshall-Palmer distribution (Marshall and Palmer, 1948) fitted to $114 \mathrm{~mm} / \mathrm{h}$. The almost constant concentration of drops with respect to average class diameter is unlikely to happen in natural rainfall. Data was further scrutinized to identify such occurrences, and these points were eliminated from the rest of the analysis.

Instead of observing a falling concentration of drops with increasing diameter, we observed a quite constant concentration in all diameters, especially of hydrometeors
larger than 8 mm . Although we could not explain this concentration, we believe it was not the result of natural precipitation and should be removed from the rest of the analysis.

We searched the remaining data for hours when only one instrument detected accumulations in excess of one millimeter per hour, checked the drop-size distribution for that hour, and removed those that displayed improbable drop-size distributions. The number of hours of data removed from the study was different for each instrument and ranged from 1 to 6 in 2007 and from 1 to 19 in 2008. For comparison purposes, the disdrometers collected data for 2,175 hours in the first year and for 3,908 hours in the second. In most of the removed hours, the anomaly lasted for no more than five minutes. Although we don't have an explanation for the anomalies, they are easy to identify and remove from the dataset. As this type of inconsistency occurred for all disdrometers during the whole period of data collection, this procedure could be adopted as a simple quality control system to filter out anomalies from the Thies optical disdrometer.

## Rainfall accumulation comparison

Table A-6 shows the accumulations for all of the instruments. The accumulations for 2007 refer to the period of 01 August 2007 to 31 October 2007, when all instruments were online. A malfunction of the interface between one of the Vaisala compact weather stations (WXT 510 North) and the data acquisition computer prevented us from having a complete dataset for all instruments in 2008. In Table A-6, the line 2008* shows the rainfall accumulation between 1 May 2008 and 09 July 2008, when the connection with the WXT 510 North failed. During this period, all four disdrometers, three dual tipping bucket stations, and three compact weather stations were functional.

In 2007, the maximum disagreement between the three dual tipping bucket stations was on the order of 3\%. In 2008*, the ICY13 station showed an underestimation of about $10 \%$ with respect to the average of the other tipping bucket station. Three
specific hours were decisive for the disagreement of the ICY13 and the average of the other 2 stations, and they accounted for 29 mm of the missing water for that station.

The dates were 3 June 2008 between 13:00 and 14:00 UTC, 26 June 2008 between 03:00 and 04:00 UTC, and 8 July 2008 between 20:00 and 21:00 UTC. On these three occasions, a flag indicated that the data-logger memory was full and an unknown number of tips was lost. If those points were removed from the data series, the accumulation for the period would be $293.3 \mathrm{~mm}, 294.53 \mathrm{~mm}$, and 288.20 mm for the Stations ICA01, ICA02, and ICY13, respectively. This corresponds to a maximum deviation from the mean of approximately $2 \%$. The same is valid for the 2008 series. If these three points are removed from the series, the maximum difference between tipping buckets would be on the order of $1 \%$.

The other instruments did not perform as well. In the accumulation level, we see the presence of bias among disdrometers, among compact weather stations, and also among disdrometers and weather stations with respect to tipping buckets. For instance, let us look at the 2007 accumulation. If one compares disdrometer 1 with disdrometer 5, we see that there are close to 127 mm of rainfall missing, which corresponds to a deviation of $18 \%$ from the average of the other 3 disdrometers. Disdrometer 1 overestimated the rainfall rate by approximately $20 \%$ with respect to the average of the other three disdrometers, while disdrometers 2 and 4 respectively underestimated and overestimated the rainfall accumulation by about $5 \%$ with respect to the average of the other instruments.

In 2008, the discrepancy between disdrometer 1 and the rest of the group increased, while the other three disdrometers reported less dissimilar values. The difference between accumulation derived from disdrometer 1 data and the average accumulation derived from the other three disdrometers' data for the period of 2008* was nearly 150 mm , which corresponded to an overestimation of $30 \%$ of the average of the other disdrometers.

When we apply the calibration curve derived from the 2008 calibration data, we notice an improvement in the agreement among disdrometers. In 2007, the worst deviation of calibrated data, i.e. between disdrometer 1 and the average accumulation of the other disdrometers, decreased from an overestimation of $20 \%$ to an overestimation of $9 \%$. The same behavior happened with the 2008 data, when calibration successfully reduced the disagreement between disdrometers. However, when we compare disdrometers with the tipping bucket rain gauges, the advantage of applying the calibration curve was not so obvious.

Similar overestimations were found by Lanzinger et al. (2006) when comparing three Thies optical disdrometers with pit rain gauges. In their experiment, the laser disdrometers overestimated the rainfall accumulation by approximately $5 \%, 15 \%$, and $20 \%$ with respect to pit gauges. Lanza and Vuerich (2009) compared 1-minute rainfall intensities derived from tipping buckets, weighing gauges, and optical disdrometers measurements and also reported the overall trend of optical disdrometers overestimating rainfall amounts with respect to a reference rainfall, which was the weighted average of several different types of instruments. For more details on this experiment refer to Vuerich et al. (2009).

Still, Table A-6 shows that applying the calibration curve to the disdrometers approximated the average disdrometer accumulation for the year 2007 to the average accumulation of the WXT 510, with the former going from a non-calibrated average of 442 mm to 473 mm after applying the calibration curve. This brings it closer to the compact weather stations' accumulation of 503 mm . When this comparison is repeated for the 2008* period, the average disdrometer accumulation goes from 510 mm to 546 mm while the average WXT 510 shows only 452 mm . The same distancing between the instruments occurs in 2008, when the average disdrometer accumulation goes from 801 mm to 856 mm while the compact weather stations recorded an average of 735 mm of rainfall.

Table A-6. Comparison of the rainfall accumulations for the years 2007 and 2008.

| Year |  | Disdrometers |  |  |  | WXT 510 |  |  | Tipping Buckets |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 1 | 2 | 4 | 5 | East | North | South | ICA01 | ICA02 | ICY13 |
| 2007 | Not calibrated | 506.0 | 424.4 | 458.5 | 379.3 | 531.7 | 476.0 | 502.6 | 351.1 | 353.2 | 343.2 |
|  | Calibrated | 501.1 | 477.4 | 472.4 | 439.1 |  |  |  |  |  |  |
| 2008* | Not calibrated | 619.8 | 466.7 | 490.4 | 465.0 | 481.2 | 437.6 | 438.8 | 342.3 | 344.2 | 310.4 |
|  | Calibrated | 613.8 | 525.0 | 505.2 | 538.3 |  |  |  |  |  |  |
| 2008 | Not calibrated | 967.4 | 730.0 | 782.2 | 724.5 | 764.2 | N/A | 706.7 | 570.8 | 577.3 | 544.5 |
|  | Calibrated | 958.2 | 821.2 | 805.9 | 838.7 |  |  |  |  |  |  |

Note: The 2008* line shows a limited dataset for which all instruments were online ( 1 May 2008 until 09 July 2008), and the 2008 line shows the accumulated values from 1 May 2008 until 31 October 2008. Non-calibrated values were calculated from the disdrometer's drop matrix outputted by the instruments and only corrected for each device's specific catchment area. The 2008 calibration curves were used to calculate the calibrated disdrometer data for both years. No calibration is available for either the tipping buckets or the WXT510.

We cannot explain the apparent better suitability of the 2008 calibration curve to the 2007 dataset. Since the calibration data was collected in June of 2008, it should better fit 2008 than 2007. Application of the calibration curve obtained in 2009 (performed inside the laboratory) deteriorates the convergence of the disdrometer's accumulations. Furthermore, in the 2009 calibration data, we see negative average errors for sensor 38 (disdrometer 1), positive errors for sensors 34 and most of 37 , respectively (disdrometers 2 and 4), and negative errors for sensor 68 (disdrometer 5). Negative errors during calibration indicate the instrument's tendency to underestimate the drop's diameter and, consequently, rainfall. However, during the operation, rain rates and rainfall accumulations were overestimated by disdrometer 1 .

This lack of repeatability indicates that the readings could be influenced by lighting or atmospheric conditions during calibrations. We expect that the lack of wind explains the observed behavior, as spheres driven by wind would fall more consistently off the center of the laser beam leading to more underestimation of the diameter of the spheres. The added influence of varying wind velocities should also increase the error standard deviation. Revisiting Table A-1, we see that the error standard deviation increased for all disdrometers. The tendency to overestimate diameter indoors (2009) as opposed to outdoors (2008) only occurred for sensors 33 (no rain data collected), 34 (disdrometer 2), and 37(disdrometer 4) and was reversed for sensors 38 (disdrometer 1) and 68 (disdrometer 5). For these reasons, we are uncertain at this point whether applying the 2008 calibration curve to the dataset is indeed beneficial.

The differences between the instruments' accumulations do not come from single unexplained or unpredictable occurrences but rather from long-term trends, which, in principle, could be removed by calibration without the need to change hardware. To support this statement, let us look at 1-hour accumulation comparisons between measurements of each disdrometer and the average of the other 3 disdrometers, shown in Figure A-8.


Figure A-8. Comparison of the one-hour accumulations as seen by disdrometers, compact weather stations (WXT 510), and tipping bucket rain-gauges. Individual disdrometers are compared to the average of the other disdrometers. One-hour accumulations derived from average disdrometer data are compared to the corresponding average WXT510 data and tipping bucket data. Plots comprise the period of 2007 and 2008*, as shown in Table 6.

We used the whole dataset (2007 and 2008) to create this figure. As one of the WXT 510 was not functional for the whole 2008 period, it was excluded from the last panel. The solid black line in all panels represents a 1:1 line, where all points should fall in a perfect situation without bias or spread. Points falling above the line indicate overestimation by the examined instrument, while points falling under the line represent underestimation. By looking at the first panel comparing disdrometer 1 with the average of the other three disdrometers, the long-term trend of overestimation of rates is evident. It is also apparent that instruments using the same principle of measurement agree better than those using different methods, which is not unheard of in the literature and was pointed out by Lanzinger et al. (2006) and Vuerich et al. (2009).

We investigated the effects of wind speed and direction on the differences between average disdrometer and tipping bucket hourly rain accumulations but failed to establish a relationship between them. We examined the relationship between wind speed and discrepancies between instruments by plotting the two quantities, which didn't reveal a pattern. We also calculated the correlation coefficient between the instruments' discrepancies and wind speed and found a value very close to zero, indicating no linear relationship. Comparing the wind direction with the differences in rainfall accumulations was done in a different manner, as the direction is a cyclic variable.

We classified the wind direction into perpendicular to the disdrometer axis (West - East or vice versa) or parallel to the disdrometer axis (North - South or vice versa) and looked at the distribution of the discrepancies between disdrometers and tipping bucket measurements, provided that there was rain. We observed a slightly higher average difference between instruments when the wind was perpendicular to the disdrometers and a higher standard deviation of these differences when the wind was parallel to the disdrometers. Quantitatively, the average difference between tipping bucket and disdrometer hourly rain accumulation under perpendicular wind was 0.3 mm with a
standard deviation of 1.5 mm . The same quantities with parallel wind were 0.5 mm and 3.2 mm , respectively. Figure A-9 presents the two distributions.


Figure A-9. Distributions of the discrepancies between 1-hour average disdrometer rainfall accumulations and 1-hour accumulations derived from the average tipping bucket data. The left hand side shows the distribution under perpendicular wind and the right hand side shows the distribution of the discrepancies with parallel wind. Both distributions only describe hours when there was at least one instrument measuring rainfall.

One other important question when comparing instruments is how long to integrate them in order to obtain meaningful results. If we integrate for too long, we lose time resolution. On the other hand, if we do not wait long enough, our data will be too variable, noisy, and not statistically representative. Figure A-10 shows how increasing the integration time influences the spread of the data. This figure shows four plots of one of the disdrometers against the average of the other three disdrometers at four integration intervals of $1,5,15$, and 30 minutes.

By examining Figure A-10, it becomes apparent that increasing the integration time improves the agreement between sensors and that the spread of the data varies with rainfall intensity. Although this is an expected result, we examined the evolution of the
square of the correlation $\left(\mathrm{r}^{2}\right)$ of each disdrometer with respect to the average of the other three. We examined 7 integration intervals, namely $1,2,5,15,30,60$, and 120 minutes, and present the results in Figure A-11. The figure shows that the longer we integrate, the better the linear relation is between instruments. The gain in correlation is more pronounced when increasing the integration interval up to 5 minutes. After 30 minutes, we observed no more real gain in terms of correlation. This comparison should be taken with some caution, as the number of intervals contained in the data decreases as we integrate for longer times.


Figure A-10. Example of the effect of the integration interval on the agreement between disdrometer and average disdrometer. The plots depict how the $1,5,15$, and 30 minute rainfall accumulations derived from a typical LPM disdrometer agree with the average of neighboring disdrometers. Displayed data comprise the period of 2007 and 2008*, as illustrated in Table V-6.


Figure A-11. The left hand side panel shows how the square of the correlation coefficient between disdrometer and average rainfall accumulation changes with respect to the accumulation time. The right hand side shows the behavior of the square of the correlation coefficient between each disdrometer and the average WXT 510 accumulation at different accumulation times.

It is also apparent in Figure A-10 that the average error and the error standard deviation change with accumulation amount. To investigate this dependency, we broke the series into 30 classes of 60-minute accumulations with respect to the average disdrometer accumulations at each corresponding integration interval. The first and the last classes are the only ones with different numbers of elements. The first groups all intervals with an average accumulation of at least 0.1 mm . At the highest resolution, this first class indicates how well the instruments detect the onset of rainfall. The other classes had their limits chosen in order to contain the same number of elements. This criterion was selected in order to minimize the effect of sample size in the comparison across classes.

The left-hand side panel of Figure A-12 shows the dependency of the average difference between one disdrometer estimate and the average of the other instruments with respect to the average rainfall accumulation. Higher rainfall accumulation corresponds to higher average deviation. The pattern is quite linear, as shown by the
values of the correlation between the average rainfall accumulation and average difference of each disdrometer and the average of the others, as reflected in Table A-7. Lanza and Vuerich (2009), when comparing optical disdrometers with rain gauges, also observed an increase in the differences between the two instruments with increasing rainfall rate, which is consistent with the increasing bias in the rainfall accumulations with respect to the reference accumulation we present on the left panel of Figure A-12. We also observed an increase in the spread of the rainfall accumulation measurements with increasing average accumulations, as shown in the right panel of Figure A-12.


Figure A-12. The left hand side shows the average difference between individual disdrometers and the average of the other three calculated for 30 classes of one-hour rainfall accumulation. The right hand side panel shows the standard deviation of these differences, plotted against the average rainfall accumulation. We used 1-hour accumulations in this plot and designed each class width in order to produce homogenous counts at each class, with the exception of the first class ( $<0.1 \mathrm{~mm}$ ) and the last class ( $>10.9 \mathrm{~mm}$ ), which had counts of 5491 and 28 elements, respectively. All other classes had 21 elements each.

A possible source of bias that would not be detected in the calibration of the diameter measurements and would be consistent with the linear rising average difference between instruments with respect to the average rainfall accumulation is error in the
determination of the disdrometer's laser area. Although we used the areal correction factor provided by the disdrometers in our computations, if the correction factors were not correctly determined in the factory, they would cause such behavior.

Table A-7. Squared correlation coefficient between the average 1-hour rainfall accumulation and the average, standard deviation, and skewness of difference between each disdrometer's reading and the corresponding rainfall accumulation.

|  |  | $\mathrm{R}^{2}$ |  |
| :--- | :---: | :---: | :---: |
| Disdrometer | Average "error" versus <br> average rainfall <br> accumulation | $\sigma$ of the "error" vs <br> average rainfall <br> accumulation | "Error" skewness and <br> rainfall accumulation |
| 1 | 0.99 | 0.92 | 0.03 |
| 2 | 0.89 | 0.91 | 0.01 |
| 4 | 0.93 | 0.94 | 0.04 |
| 5 | 0.99 | 0.89 | 0.01 |

Note: "Error" in this table refers to the difference between each disdrometer's reading and the average of the other disdrometers.

## Uncertainty propagation

By means of a Monte Carlo simulation, we studied how errors in diameter estimation propagate to the estimation of one hour rainfall accumulation. By subtracting the error from the diameter measurement, we attempt to find a correction for the rainfall estimated by the examined diameter. The average correction addresses the bias caused by errors in the diameter measurement, while the standard deviation of this correction indicates the amount of spread in the rainfall accumulation that can be attributed to errors in the diameter measurement. We worked with two stages, each covering four cases.

In the first stage, we used arbitrary shapes for the diameter relative error distribution to study the effects of its direction of the skewness, standard deviation, and average on the rainfall accumulation correction.

In this stage of the study, we chose the Beta distribution since it can assume diverse shapes, thereby allowing us to study the effects of the average, standard deviation, and skewness of the relative error of the diameter measurement into the rainfall accumulation. We worked with three sets of values for $\alpha$ and $\beta$, the first set varying from $\alpha=1$ and $\beta=8$ to $\alpha=8$ and $\beta=8$ and finally $\alpha=8$ and $\beta=1$, the second set varying from $\alpha=1$ and $\beta=32$ to $\alpha=32$ and $\beta=32$ and finally $\alpha=32$ and $\beta=1$, and the third set from $\alpha=1$ and $\beta=64$ to $\alpha=64$ and $\beta=64$ and finally $\alpha=64$ and $\beta=1$, allowing us to cover positively skewed distributions, symmetric distributions, and negatively skewed distributions with more or less pronounced peaks.

As the Beta distribution is restricted to the interval between zero and one, we first divided the vector containing the randomly generated diameter relative errors by its own standard deviation. We then multiplied it by the desired standard deviation and translated the error vector to force it to have the desired average. We tested average relative errors of -0.1 (supposing that the hypothetical disdrometer would, on average, underestimate the drop size by $10 \%$ ), $-0.05,0$ (in average, no bias), 0.05 , and 0.1 . For the standard deviation of the diameter relative error, we used values of $0.04,0.1$, and 0.16 . The disdrometers presented average diameter relative errors of $0.002,-0.06,-0.001$, and -0.05 and standard deviations of $0.06,0.06,0.04$, and 0.03 during the 2008 calibration.

Table A-8 summarizes the results from the first stage of this analysis. Qualitatively, the average rainfall correction is not particularly sensitive to the skewness of the diameter relative error distribution unless the average relative error in the diameter is smaller, in absolute value, than the standard deviation. In those cases, when the average relative error of the diameter measurement is of the same order of magnitude, 0.1 (average underestimation of the diameter of $10 \%$ ) and 0.16 , respectively, the rainfall correction for an hour of rain that originally registered 31.9 mm changed from -6.7 mm to -6.2 mm with a change of skewness from 1.94 to -1.93 . In the extreme tested case, when the average diameter relative error was 0 and the standard deviation was 0.16 , the rainfall
correction for the same studied hour changed from 2.20 mm to 2.70 mm with the same change in skewness. This shows that, although the change in the correction was more pronounced than in the previous case, it is still negligible when compared to the original rainfall accumulation.

Table A-8. Summary of the Monte Carlo simulation designed to propagate the errors in the diameter measurement to the 1 -hour rainfall accumulation.

| Disdrometer | Original rainfall accumulations |  | Corrected rainfall accumulations |  |
| :--- | :--- | :--- | :--- | :--- |
|  | Hour 1 | Hour 2 | Hour 1 | Hour 2 |
| 1 | 43.0 | 7.4 | 43.2 | 7.4 |
| 2 | 39.3 | 6.8 | 46.5 | 8.1 |
| 4 | 43.2 | 6.4 | 44.6 | 6.6 |
| 5 | 31.9 | 5.8 | 37.0 | 6.8 |

Note: The diameter relative error was subtracted from the measured diameter, for four non-consecutive hours of rainfall measurements. Diameter error distribution "A" was based on a Beta distribution with parameters $\alpha=8$ and $\beta=8$, "B" $\alpha=1$ and $\beta=64$, "C" $\alpha=64$ and $\beta=64$ and "D" $\alpha=64$ and $\beta=1$ modified to have the presented average and standard deviation.

The same degree of insensitivity to changes in the relative error distribution of the diameter does not apply to the spread of the rainfall correction. In all instances, the standard deviation of the rainfall correction is significantly affected by changes in the skewness of the diameter relative error distribution. These changes can be as small as approximately $15 \%$, when the average diameter relative error was 0.1 , the standard deviation 0.04, and the skewness changed from 1.90 to -1.90 , with the corresponding rainfall correction standard deviation changing from 0.028 to 0.033 or as large as $66 \%$ for average diameter relative error of 0.1 , standard deviation 0.16 , and similar change in skewness with corresponding rainfall correction standard deviation going from 0.010 to 0.017 .

The determining factors in the magnitude of the rainfall correction average and standard deviation are the average and the standard deviation of the diameter relative error. An unbiased measurement of the diameter still leads to a slight positive correction of the rainfall accumulation. A higher standard deviation of the relative error in the diameter yields a higher correction of the rainfall accumulation. However, the corrections never accounted for more than $7.7 \%$ of the original rainfall accumulation. For other cases, when bias in the diameter measurement was present, the magnitude of the average rainfall correction was still dependent upon the standard deviation of the relative error in the diameter measurement.

The higher the standard deviation, the higher the correction, provided that the correction is positive. If the rainfall accumulation correction is negative, then the absolute value of the correction decreases. The standard deviation of the rainfall correction is also affected by the spread in the diameter measurements. Higher standard deviation of the relative error in diameter is associated with higher variability of the rainfall accumulation correction. We observed that increasing the standard deviation of the relative error on the diameter measurement by a factor of four would correspond to an increase of approximately four times in the spread of the rainfall accumulation corrections.

Comparison of average rainfall correction obtained by this simulation with the correction factor obtained by linear regression on the calibration data produced similar results. Previously, if a disdrometer on average underestimated the diameter of spheres by $10 \%$, the correction on the rainfall accumulation would correspond to an increase by a factor of 1.331 , i.e. 1.10 elevated to the third power. For the first case shown in Table A-8, an underestimation of $10 \%$ in the diameter, with corresponding standard deviation of the relative error of 0.04 , led to a correction of 10.7 mm to the rainfall accumulation of 31.9 mm , while a correction in the same accumulation by a factor of 1.331 corresponds to 10.6 mm . In cases when the disdrometer overestimates the diameter of falling drops with
the same 0.04 standard deviation of the relative error, we still observe good correspondence between the results obtained through Monte-Carlo simulation and simple linear regression on a hypothetical calibration.

Differences between the results obtained through Monte-Carlo simulation and the linear regression methodology arise when the average and the standard deviation of the relative error in the diameter are on the same order of magnitude. In these cases, the linear regression method underestimates positive rainfall accumulation corrections and overestimates (in absolute value) the negative rainfall accumulation corrections.

In Table A-8, average and standard deviation of the diameter relative error of 0.1 and 0.04 , respectively, lead to a correction of -8.5 mm , while the linear regression method would lead to a correction of -8.6 mm , both of which are applied to the original rainfall accumulation of 31.9 mm . If the standard deviation of the relative error on the diameter was 0.16 , the correction suggested by the Monte-Carlo simulation method would be 6.4 mm .

In the second stage, we used the 2008 calibration data for disdrometer 5. The errors in the diameter measurement had a normal distribution with an average of -0.05 and standard deviation 0.0339 , as shown in the first panel of Figure A-13. The proposed corrections and the estimation of the spread of the rainfall accumulations account for errors in the determination of the diameter only and do not address errors due to rainfall sampling, quantization of drop sizes, detection of simultaneous drops, or any other sources of uncertainty. The second panel of Figure A-13 shows the distribution of rainfall accumulation corrections for one of the studied cases, when the original rainfall accumulation totaled 31.9 mm . The average of this distribution could be used to correct the rainfall accumulation for that hour, leading to a new total of 37.0 mm .

Although we could not approach the relative error of the other disdrometer's diameter measurements as well, the results of the previous stage suggest an insensitivity of the average rainfall accumulation correction to the shape of the relative error diameter
error distribution. Table A-9 shows the effect of applying the proposed correction to these two particular hours of measurements.


Figure A-13. Original and transformed distribution of the relative error in the diameter measurement obtained with disdrometer 5 during the outdoors calibration procedure executed in 2008 and the resulting distribution of the rainfall accumulation correction for one hour of sample rainfall data with original accumulation of 31.9 mm .

Overall, there was an increase in the rainfall accumulations, with the more visible effects apparent in the two instruments that were underestimating the rainfall accumulation with respect to the other disdrometers. Although this procedure seemed beneficial for the two studied cases, it is time consuming if applied to large datasets. Its real value consists of its tests of "what if" scenarios, as it allows for an assessment of the effects of the quality of the diameter measurements (determined by the optical characteristics of the lenses, quality of the laser emitter and receiver characteristics of the lenses, quality of the laser emitter and receiver, and signal sampling rate) in the rainfall accumulation estimation.

Table A-9. Results of adding the rainfall accumulation correction two hours of measurements.

|  | Diameter relative error <br> (all dimensionless) |  |  |  | Rainfall correction (mm) |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :---: |
| Distribution | $\mu_{\mathrm{d}}$ | $\sigma_{\mathrm{d}}$ | Skewness ${ }_{d}$ | $\mu_{\mathrm{R}}(\mathrm{mm})$ | $\sigma_{\mathrm{R}}(\mathrm{mm})$ |  |
| A | -0.1 | 0.04 | -0.01 | 10.7 | 0.05 |  |
| A | 0 | 0.04 | 0.00 | 0.2 | 0.04 |  |
| A | 0.1 | 0.04 | 0.00 | -8.5 | 0.03 |  |
|  |  |  |  |  |  |  |
| A | -0.1 | 0.16 | 0.00 | 13.2 | 0.18 |  |
| A | 0 | 0.16 | 0.00 | 2.5 | 0.15 |  |
| A | 0.1 | 0.16 | 0.00 | -6.4 | 0.13 |  |
|  |  |  |  |  |  |  |
| B | -0.1 | 0.04 | 1.91 | 10.7 | 0.04 |  |
| C | -0.1 | 0.04 | 0.00 | 10.7 | 0.04 |  |
| D | -0.1 | 0.04 | -1.90 | 10.7 | 0.05 |  |
|  |  |  |  |  |  |  |
| B | 0 | 0.04 | 1.89 | 0.1 | 0.03 |  |
| C | 0 | 0.04 | 0.00 | 0.2 | 0.04 |  |
| D | 0 | 0.04 | -1.90 | 0.2 | 0.04 |  |
|  |  |  |  |  |  |  |
| B | 0.1 | 0.04 | 1.91 | -8.5 | 0.03 |  |
| C | 0.1 | 0.04 | 0.01 | -8.5 | 0.03 |  |
| D | 0.1 | 0.04 | -1.90 | -8.5 | 0.03 |  |
| B | 0.1 | 0.16 | 1.94 | -6.7 | 0.10 |  |
| D | 0.1 | 0.16 | 0.00 | -6.4 | 0.13 |  |

Note: The original values are calculated from the disdrometer's raw data. Applying the proposed correction reduced the mean square difference from individual disdrometers to the average from 20.9 mm to 12.7 mm for the first hour, while slightly increased the mean square difference for the second case.

## Summary and conclusions

We compared rainfall accumulations measured by four Thies LPM disdrometers, three Vaisala WXT510, and three dual tipping bucket stations at time resolutions ranging from 1 minute to 1 hour. The four disdrometers displayed bias, only partially addressed by calibrating the diameter measurements, which increased the agreement between disdrometers. Furthermore, disdrometers' accumulations were generally distanced from accumulations measured by WXT510 or tipping bucket rain gauges. The partial success of calibration indicates that other factors cause the discrepancies, and we hypothesized that the visible bias between disdrometers and between disdrometers and other gauges could be caused by miscalculation of the disdrometer's sensing area.

The strong linear relations between the disdrometers, especially at the 1-hour accumulation level, suggest that if the bias can be eliminated, the instruments are very promising. They provide reliable measurements yet require low maintenance. We didn't observe the same level of linearity between disdrometers and compact weather stations, nor between disdrometers and tipping bucket stations, unless one looks exclusively at storm totals. Analysis of the relationship between wind speed and direction and differences between instruments, aside from showing a stronger spread when the wind was parallel to the disdrometer axis, didn't explain the discrepancies.

We developed a computer simulation to study the effects of three different nonskewed beam patterns on the diameter measurements. We concluded that even though the simulated average error, error standard deviation, and error skewness didn't match their corresponding parameters in the calibration data, the described model reproduced the overall shape of the diameter measurement distributions, most noticeably the negative skewness with long tails and a comparatively sharp cut on the right side of the error distributions of three disdrometers.

In the last section, we present the results of a Monte Carlo simulation designed to propagate the errors from the measurement of diameters into the rainfall accumulations.

We used the results of this simulation to correct the disdrometers' measurements for two non-consecutive hours of measurements, which improved the agreement among disdrometers, although apparently overcorrected the accumulation for one of the instruments. Nonetheless, this method can be used to predict the effects of using different optical setups on the estimation of rainfall accumulations.
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